Knapsack.DP

©Dennis Bricker, U. of lowa, 1998

At each stage, we need to know the amount of unused capacity
which remains in order to be able to decide how many units of
the item under consideration will be put into the knapsack.

This quantity, the amount of unused capacity, will be called
the "state variable" of the system, while the number of units
of the item will be called, of course, the "decision variable"
of the system at that stage.

We will assume that the weights are integer-valued, and that
the possible values of the state variable are: 0, 1,2, .. CAP
where CAP is the capacity of the knapsack.
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lels look at a simple example.

Example
Fumber of items: S
Capacity of Knapsack: 12
Maximun waits of any item to be included iz 1
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'weight' of item
value of item
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The ninntier 99999999 sctusiiy
FEresents negetive inlinily,
FEOresenting &7 infessitile

A stage &, we are deciding
whether {o choose item *1.

COITinEalias —STAGE 41—
- 2N x o 1 Swce s i the last itenm Lo
) 0 0.00 ~99999999.00 be considerad, 1t 15 & simple
S 1 0.00 ~99999999.00 . X
8 2 0.00 ~99999933.00 mstter {o decide whether to
3 0.00 799999999.00 , y . ~f
& i 000 -99999990 .00 it e tierm into 1he Kingpsack.
g g8 0.00 ~99999999.00
6 0.00 ~99999993.00 - . . "
é 7 0.00 ~99999999.00 Sice item #7115 Wtﬂ/’"f/?fc?ﬂz i
e g ggg gggg there is sutticient capacitly
E 10 0.00 80.00 remaining (8 powds ormored
11 0.00 80.00 - -
3 12 0.00 20,00 we chovse the item Otherwise,
J we cannol chooase the item

The antry inraw i, calimn j af
the lshile is the yvelve af the
RHEREECK 1o 1HET Camtiinglian
af sigte & gecisian

Item *1 requires §
units of capacity, &

has value $30
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In DYNAMIC PROGRAMMING, we treat the knapsack problem
as a sequential decision problem, in which at each stage in
the sequence, we have a single decision variable, namely
number of units of a single item to place into the knapsack.

S E R N S AR

Let's suppose that the knapsack is filled by considering the
items in reverse order, i.e,, first we decide how many units of
item #N we will put into the knapsack. Then, taking into
consideration the unused capacity that remains, we decide
how many units of #N-1 to put into the knapsack, and so on,
until we finally consider item #1.
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At each stage of the dynamic programming computation, the
optimal decision is selected for each of the possible values

of the state variable, by completely enumerating all the

combinations of state and decision variables.

Thus, if there are m = CAP+1 values for the state variable, and
n = X + 1 values for the decision variable

{where the decision variable may take values 0, 1,.. X ),

then we must enumerate m x n state-decision combinations.
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We will assume that the items are to be placed into the
knapsack in reverse order:

— 5 4 3 2 1

When we finally arrive at item #1, the decision will be very
easy: we simply add the item if there is enough capacity
remaining, otherwise we have no choice but to omit it.
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Lpee We heve Compilad 1he yaiue 1or evary cambinglion ai sisle & Gecisian,
W Fing 158 mENInn YEiNE WHICH €87 e SCHIeYad For 660 siste:

—STAGE 1—
OPTIMAL OPTIMAL RESULTING
8\ x 0 1 STATE VALUES DECISIONS STATE
0 0.00 ~99999999.00 0 0.00 0 0
1 0.00 ~99999999.00 1 0.00 0 1
2 0.00 ~99999999.00 2 0.00 0 2
3 0.00 ~99999999.00 3 0.00 0 3
4 0.00 ~99999999.00 4 0.00 0 4
S 0.00 "99999999.00 S 0.00 0 5
] 0.00 "99999999.00 2] 0.00 0 6
7 0.00 799999999.00 7 0.00 0 7
8 0.00 80.00 8 80.00 1 0
9 0.00 80.00 9 80.00 1 1
10 0.00 80.00 10 80.00 1 2
11 0.00 80.00 11 80.00 1 3
12 0.00 80.00 1z 80.00 1 4

This calumm, then 15 the hest thet we can da, using THIS 18 the c6p6CT LY
Flem *1, given the cepacily that remeins in hEL remeing srier
2he Rnepsecks we meke the bhast
gacrsian!
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Only this part of the {able needs to be kepl for use
in turther computations.

—STAGE 1—

OPTIMAL OPTIMAL  RESULTING
STATE VALUES DECISIONS STATE
00 0

Remember: the optimal
value here tells us the
most value we can get

of item #1, for each of
the possible values of
unused capacity when we
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Consider, Tor example, that
Qs oF ogpacii )y rermEi
SITREN 777 Efr0 Kngpsack wiiern
units of item *2  wwo gviee 8¢ consideration of

---STAGE 2---

8 \x: 0 i jlem 2
0 0.00799999999.00
1 0.00799999999.00
=2 2 0.00799999999.00 I y o3 . ~fe
2 3 0.00-00acogaa.qo Y/ WE S e 2 Lo the kngpsack,
g 4 0.00799939999.00 {77 £ ViEie of i Kingpsack
g & 0 oneaeesat - 00 Wil b § 48 (he value of item
2 7 oo : 27 plus the value that we can
2 a 20.00 a8.00 gl o item 1, using the
= " . - . .
5 B so.00 8.0 Zumits of cgpacitv which would
12 80.00 48,00 pevpnain (8 now, s 8 used B

rtem 2 namel\v §0 (Trom the
result of the previous calfouistiont

Item *2 requires 6
units of capacity &
has value $48
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---STAGE 2---

For each possible state, we find the maximum value
that we can attain, and record that valve and the
decision yielding that value in the table:

—STAGE 2—
OPTIMAL OFTIMAL RESULTING

s Nx 0 1 WVALUES DECISIONS STATE
0 0.00 799999999.00 0.00 0 0
1 0.00 799999999.00 0.00 0 1
2 0.00 799999999.00 0.00 0 2
3 0.00 799999999.00 0.00 0 3
4 0.00 799999999.00 0.00 0 4
S 0.00 799999999.00 0.00 0 S
] 0.00 43.00 48.00 1 0
7 0.00 43.00 438.00 1 1
8 80.00 48.00 80.00 0 8
9 80.00 48.00 80.00 0 9
10 80.00 48.00 80.00 0 10
11 80.00 43.00 80.00 0 11
12 80.00 43.00 80.00 0 12
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Now we back up to stage 3
At this stage, we will iave

decided ypon choice of items —STAGE 3—
4 & 5 and are fo decide c s 0 .
whether o include item 3 in 0 0.00 -09999999.00
1 0.00 ~99999999.00
the knapsack. 2 0o0 14 00
3 0.00 14.00
4 0.00 14.00
@ 5 0.00 14.00
6 48.00 14.00
7 48.00 14.00
{2 {1 ] S am o
——— —_— 10 50.00 94.00
gecisians Wiil gecisions yet 11 20.00 94.00
heve e ta be mede, Wikl 1z 80.00 94.00
Slresay msee TERENT URGHT CHOICE
af item 3
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Now comes the “tricky” part of OF:

Suppose that we are now
@ going Lo decide whether fo

S 1tem 2o e knghsack.
-0

We are &t his staga, it
we ganl knaw whet the
FrEvIaus Gacisions (&1
siages 5, 4, &5 3) were,
Gna air Gecision 6t siege
Will geterining the stage
wihen we gat ta stege /.

ise gt know el wiicl of
items 5 4 and F were added,
s0 we dont kinow what the
PRITSINING CFRECIEWV 15, ad will
fave Lo tind the best aecision
For eveny possible valie of
the state varisble.
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---STAGE 2---

units of item #2 /7, on the olfier fand we do
e 1 NOT add 1iem 2 Lo the kngpsack,
g:gg_gggggggg : gg then we ne!tﬁerﬁdg’ \V@leie rnor
0.00°99999999. 00 4SS oaRaCciil 5t 1415 stage, S0
e that when we arrive at stage
g -00799999999. 00 / (consideration of item 1.4
we will again have & wils of
wnsed capEciiy 8¢ o
dighosal Consufting owr tabie
ol calculations tor stage 7, we
rind that we can achieve &
giie of S8 iF we fimve & wiis
of wnised capscitl Theretors,
we wirite 80 into our table Here.

X3

unused capacity

B
NPV ARWNRC®
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Again, only the optimal value and decisions need fo be
kepl for use in turther computations:

—STAGE 2—

OPTIMAL OFPTIMAL RESULTING
VALUES DECISIONS STATE

Remember: the optimal
value here tells us the

'}

0 0.00 0 0
1 0.00 0 1 most value we can get
2 0.00 0 2 A
3 0.00 0 3 of items #1 and 2,
4 0.00 0 4
1) 0.00 0 1) 1
: aaon H H combined, for each
O - : : possible value of the
9 80.00 0 9 .
10 | so0.00 0 10 unused capacity when we
11 80.00 ] 11
1z | so0.00 0 1z get to stage #2!
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—STARE 3— As at stage 2 although we will
s\ x! 0 1 fave already made the decisions
0 0.00 ~99999999.00
: 0700 20990904 00 at f_;tages 5 and 4, wﬁep we are
2 0.00 14.00 doing these computations, we
: oo Pt don't know what those decisions
s | aeio0 a0 e/
7 48.00 14.00 Therefore we don't know what
g 20.00 62.00 :
a a0 00 200 the state of the system (ie,
10 80.00 94.00 the amount of unused capacriyi
11 80.00 94.00 N
12 20.00 94.00 will be at stage 3, and must

compute the best decision for
each of the possible states
a7, 2. 127
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from stage 2:

Item *3 requires

2 units of capacity

and has a value of
$14

frov stege 3

OPTIMAL
VALUES
9.00
0.00
14.00
14.00
14.00
14.00
43.00
48.00
a0.00

94.00
Q4. 00

(=R R RN FONA RN 7Y

WO ARDNPE Oy

M
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Take, for example, the case where there are
10 units of capacity remaining empty when we
arrive at stage 3. Suppose that we choose item
#*3, which would use 2 units of the capacity,

leaving § units.

—STAGE 3—
Consulting the table
: og _ggggggggioU of optimal values from
0.00 -oo9g0gao.oo0  StAge 2, we see that
0.00 14.00 with § units of unused
0.00 14.00 ;
.00 14,00 Capacitywe cangeta
0.00 14.00 value of $50 from the
48.00 14.00 ;
45.00 14,00 Stages that remain.
80.00 62.00 Therefore, the best
80.00 F2. 00 :
80.00 94.00 that We can dq, ,]f we
20.00 g4.00 rmMake this decision, is
80.00 94.00
$14+ 380 =394
fro itenm 3 fron the

FEmEINInG ilems
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Backing up {o stage 4 we repeat the
procedure. For example, if we have

12 unils of unused capacily, and ir
we choose item 4, we will obtain

DO-NOARWNP O

Item *4 requires 3
units of capacity,
and has a value of $18

Trom stage o

WO-OERWNE o ®

Item *5 requires 4
units of capacity, and
has a value of $22

DONOARWNP O

—STAGE 5—

OPTIMAL
VALUES

DECISIONS

- --STAGE d--- value of
. 0 . 5718 + 380
.00 -goeagaga.on | = S9F
0.00 ~99999333.00
14.00 ~99999999.00
14.00 13.00
14.00 18.00
14.00 32.00
48.00 32.00
48.00 32.00
50.00 32.00 IF we do nof
20.00 66.00 !
94.00 66.00 choose item
Qz.00 % .
(3“‘““)94_00 4 we oblain o
= value of

50 + 594
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Finally, we have arrived at the
computations for stage *5.

Since s is the first decision {o
be made, we know what the state

—STAGE §— will be, namely
x: o N 2 units of

0.00 09999993300 unused capaciiy.

0.00 ~99999999.00
14.00 ~99999999.00
18.00 T99999999.00 For the sske of
18.00 22.00 .
32.00 22.00 consisiency,
48.00 36.00
48.00 40.00 /Iowel-'er; we
80.00 40.00 compute the
80.00 54.00 .
9400 7000 entire table (not
98.00 70.00 7
00 16200 Just the row for

OPTIMAL RESULTING

STATE

s=12}
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This table now tells us that if
we begin to fill the knapsack,
having 12 units of capacity

WO-OE R WP
By
1N

e
o

b

o
=3
rphpocooookroooo

=
1N

WP oV WNRE o

available to us, we can obtain
a maximum value of $102.

It also tells us that we should
choose item #5 in this situation,
which will leave only 8 units

of unused capacity when we

arrive at stage #4.
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Again, we record, for each possible value of the state
variable, the maximum value that we can obiain.

7His represents the total
stages 3, 2 and 1.

value obiainable from

OPTIMAL OPTIMAL RESULTING
5N X* 0 1 VALUES DECISIONS STATE
0 0.00 799999999, 0.00 0 0
1 0.00 ~99993999.00 0.00 0 1
2 0.00 14.00 14.00 1 0
3 0.00 14.00 14.00 1 1
4 0.00 14.00 14.00 1 2
S 0.00 14.00 14.00 1 3
] 43.00 14.00 438.00 0 ]
7 43.00 14.00 43.00 0 7
8 80.00 62.00 80.00 0 8
9 80.00 62.00 80.00 0 9

10 80.00 94.00 94.00 1 8
11 80.00 94.00 94.00 1 a
12 80.00 94.00 94.00 1 10
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We again record the optimal values for each possible
stage, by finding the maximum value obiainable in each
row of the table on the fert:

—STAGE 4—
OPTIMAL  OPTIMAL RESULTING
s \ox: 0 1 VALUES _ DECISIONS  STATE
0 0.00 -009999999.00 0.00 0 0 imal
1 0.00 ~99999999.00 0.00 0 1 These opti
2 14.00 00999999, 00 14.00 0 2 values represent
3 14.00 18.00 18.00 1 0
4 14.00 18.00 1800 1 1 the best total
5 14.00 32.00 32.00 1 2 value of itemns
6 43.00 32.00 48.00 0 6
7 48.00 32.00 48.00 0 7 4,3,2,and 1
8 30.00 32.00 30.00 0 3 :
a 20.00 6.00 20.00 0 a which can be
94.00 66.00 94.00 0 10 obtained for a
94.00 93.00 93.00 1 8 )
94.00 95.00 95.00 1 9 given amount
of unused
capacity!

The maximum value in each
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row of the table on the

left is recorded, alfong with the decision which yields

that oplimal value:

—STAGE 5—
OPTIMAL OPTIMAL RESULTING
x 0 1 VALUES _ DECISIONS  STATE
0.00 799999999.00 0.00 0 0
0.00 ~99999999.00 0.00 0 1
14.00 -99993399.00 14.00 0 2
18.00 -99993399.00 18.00 0 3
18.00 22.00 22.00 1 0
32.00 22.00 32.00 0 5
48.00 36.00 48.00 0 2]
48.00 40.00 43.00 0 7
80.00 40.00 80.00 0 8
80.00 54.00 80.00 0 9
94.00 70.00 Q4.00 0 10
98.00 70.00 Q3.00 0 11
98.00 102.00 102.00 1 8
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Now that we know what the
state of the system will be in
TSTAE 4 stage 4, we can consult the
OPTIMAL OPTIMAL RESULTING .
s VALUES  DECISIONS  STATE table which we computed
0 0.00 ] 0
1 0.00 0 1 earlier to find the optimal
2 14.00 0 2
3 18.00 1 0 is1 .
3 .o h : decision, namely:
8 32.00 1 2 H 1 1
b A 5 H if we enter stage 4 with 8 units
48.00 n i .
s so00 0 s of unused capacity, DO NOT
T 0.0 T T .
10| g94.00 0 10 choose item #4.
11 98.00 1 8 .
1z | es.00 1 a Therefore, 8 units of unused

capacity remain when we reach
stage 3.
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Consulting the table of optimal

—STAGE 3— values and decisions for stage 3,

optmar  opTman  resurrine | We see that if we enter stage 3

VALUES DECISIONS STATE . . .
o -0 7 0 with 8 units of unused capacity,
1 0.00 0 1 . .. .
2| 14.00 1 0 the optimal decision is to NOT
3( 14.00 1 1 . . .
4] .00 1 : choose item #3, leaving again
S .
6| 48.00 : e 8 units of unused capacity when
8 80.00 0 8
N 5 . we reach stage 2.
10 94.00 1 8
11 94.00 1 9
12 94.00 1 10
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Not surprisingly, the
—8STAGE 1— .
orTnes  oFTimL  ssLIG table which we computed
STATE WVALUES TAT!
5 505 5 5 for stage 1 tells us that
: 333 3 : we SHOULD choose
3 0.00 0 3 .
4 0.00 0 4 item #1 for the knapsack,
5 0.00 0 5 e
6 0.00 0 6 completely filling the
Py o -
=<l e 50.00 1 o knapsack (0 units of
k) LU T T
10 30.00 1 2 1 1
i 20000 by H unused capacity will
12 80.00 1 4 l'ema.ln!)
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Notice that we have really solved, with little
additional effort, several other knapsack
problems (one for each of the capacities O
through 17

What is the oplimal value that we can obiain
I we have anly 117 unils af capacily, rather
than 127

Which rtems are to be placed inte the knapsack
to obiain this value?
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STAGE 4:
OPTIMAL RESULTING

STATE WVALUES DECISIONS STATE

=R RN RN RO A RN
o
1§
o
=3

.
DNoCVRNONFoONRP O

"
5
o
=3
ProoooobkPPrProoo
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—STAGE 2— Consulting the table we

oPTIAL  opTHL ResuLTING computed for stage 2, we
VALUES ~ DECISIONS  STATE

S " 5 see also that we should NOT
: oo : : choose item #2 if we have

3 0.00 0 3 . .

4 0.00 0 4 8 units of unused capacity.

S 0.00 0 S .

6 43.00 1 0 Therefore, when we arrive

42 00 El L]

g || 80.00 0 g at stage 1, we will still have
k) SUTT T k)
10 80.00 0 10 1 i
ol &0 H w0 the 8 units of unused capacity.
12 80.00 0 12
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The APL workspace displays the optimal solution,
and allows you to view the tables saved at each stage:

Example
*kk Optimal value iz 102 *kk
i v o w X
1 80 8 1
5 22 4 1

Total Weight: 12

You may now display the tables of the optimal value function and
optimal decigion for each state at every stage

| Display tables?

l( Yes =)(

|
No )’
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OPTIMAL
RETURNS AND DECISIONS

STAGE §:
GO trougck the taldes

agiay WS Une antarig
State £S5 with 17 watts
oF wsed capacety, and
eonsiruc? the opling
solutron

OPTIMAL RESULTING

STATE VALUES DECISIONS STATE

WO ARWNE o
15
1§}
o
=3

s
o
w0
-
o
=3

BB
DRPoOCVNAOGoWNR O

o

o

o

=
Proocooococokroooo

PR
]S
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STAGE 3:
OPTIMAL RESULTING

STATE WVALUES DECISIONS STATE

DO-NPE R VNP O

>

'S

o

=3
CONVVRVOWNFOR o

o

o

o

=
PPRProococokRPRPRProo
-
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STAGE 2: STAGE 1:
OPTIMAL OPTIMAL RESULTING OPTIMAL OPTIMAL RESULTING

STATE VALUES DECISIONS STATE STATE VALUES DECISIONS STATE
0 0.00 0 0 0 0.00 1] 0

1 0.00 0 1 1 0.00 0 1

2 0.00 0 2 2 0.00 0 2

3 0.00 0 3 3 0.00 0 3

4 0.00 0 4 4 0.00 0 4

5 0.00 0 5 5 0.00 1] )

6 48.00 1 0 6 0.00 0 6

7 48.00 1 1 7 0.00 0 7

8 80.00 0 8 8 80.00 1 0

Q 80.00 0 a 9 80.00 1 1

10 80.00 0 10 10 20.00 1 2

11 80.00 0 11 11 20.00 1 3

12 20.00 0 12 12 80.00 1 4
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While Dynamic Programming may seem like a very tedious,
complicated procedure, it can be easily coded in the APL

language.
TVALUEF N;t
[&8) A
21 A Optimal Walue Function of DP model
31 A of the Knapsack problem
4] A

(5]  SLAST IF N=0
(6] VALUECMAX (((ps)p0) ©.+ VINIxx ) + (F N-1) [TRANSITION & ©.- WNIxx ]
71 »0
(8]  LAST:VALUE¢((p2)p0), -BIG
v

Ko
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