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In the classical Assignment Problem , we must

find the least-cost, one-to-one assignment of
n jobs to n machines:

m n
Minimize > > Cinij

Ap ) i=1 j=1
subjectto
. Eaedy e hine i
> X; =1 foralli L etmes oty one
j=1 Jodt
m
Z Xij =1 for all] -{—/_‘E&f.-‘}jbmls'&_s:s.r;m
T oing mECHIne

X;€{0,1} foralli &j

Thus, the Generalized Assignment

Problem is
m o n
Minimize 2, 2. Ciy 5 are e
i=1 j=1 the sysiishie
subjectto copseity of
. FRECHIE §IE
Zai]-Xi]- <b; forall 1% waed
j=1
m EECH Fol st
> Xy =1 forallj & &2 sasignasia
i=1 axsCliy ohe
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Data:

The cost of processing a job varies, according
to the machine to which it is assigned:

jobr 12 3 4
118 15 20 16

mechine: 2 | 10 o 15 10 COST
3012 12 18 13
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I'5" Problem Formulation

Lagrangian Relaxation of

= Machine Capacity Constraints

Iz Job Assignment Constraints

IZ References

Suppose that job #j requires @;; units of
processing time on machine #i, which has a total
of b; time units available.

n
Then the constraint 2 Xy =1 foralli
=1

-
which says that exactly one job is
assigned to machine #i

is replaced by _Zia'ij Xjyeb; foralli

-

which says that the total time required
to process the jobs assigned to machine
#i cannot exceed by, the time available,

example:

4 jobs must be processed, each on one
of 3 machines which are available

Data:

. hrs
job: 1 2 3 4 | available
1 o] 4 9 7 15
machine: 2 3 bl G ) &
3 =] 4 7 o] 12
i
Time

Reg'd (hrs)

Minimize 18X +15X -4+20X 5+16X 4 +10X 5 +93 o+ 15X +103 o,
+12M 5+ 12X 5+ 18X o+ 1335y

subject to

6N +4X 9K 57X 4 z 15

3N 2K o0 X o +4 3 oy =8
TN+ ot 7 X650 = 12

X11 +X21 +X31 =1

X12 +X22 +X32 =1

i3 +¥zy +Xa3 =1

X4 +¥z4 +¥3q =1

X;€{0,1} foralli &
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Lagrangian Eelaxation:

Lagrangian relaxation is based upon the fact that,
if we relax (ignore) one set of constraints of the
GAP, the problem that remains is much easier to
solve.

n the case of the Generalized Assignment
Problem, not all basic solulions are inleger-
valved, so thal solving the proflem with the
integer resirictions ignored, i.e., a5 an P,
generally yields g non-integer solulion

{i.e., jobs may be split belween twe or more
machines. J

n Lagrangian Relaxalion, we a55ign &
L agrange NMultiplier” to every refaxed
cansiramnt, and shifl the consiraint lo
the ahjective.

m o n m n
Minimize 2. . CXy + Vi(Z ay Xj- by
. i=1 j=1 =L L=t
SUb]eCt to m EECH Fol st
> ¥X;=1 forall j & fe ssaigned ta
o axsCtiy one
ECHTE

X;€{0,1} foralli &j

That is, we must assign every job to exgcd/y one

machine, but we can ignore the machine capacity
constraints.

The solution is obviously to assign each job to the
machine which can process it most cheaply.
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The assignhment problem is
an LP with the property that
every basic solution is
integer... so that AP is very
easy to solve!

I we refax the machine availabilily
consirainls, however, the profiiem that
remains is rather trivial te selve.
Minimize 2. 2. CyXy
=1 j=1

subject to
] EECH Fol st

m
> Xy=1 forallj “— he sssigned to

-1 EXSCLY ane

SECHIE
X;€{0,1} foralli &j

Fhis simplifies lo

¢ o n
[ - vibi]+ > {minimum Z(Ci]-+ ai-vi) Xi]}
i i=1

. 1 ¥ i=1

s

subject to
EECH Fol st
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> Xy=1 forallj &£ #&ssaignadta

i=1 Y axactiy one
FRECAE
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Consider our example GAP.;

Generalized
Assignment
Problem

ke Example GAP dokk

Costs

Machine Jobs
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targal yeine & S1ansize paramatar
Far subgrsdiant apiimization of ousl

Iteration # 1

Lambda = 0.75
Target z+ - 80 %

Hultiplier vector U = 0 0 O

Resources Used Objective function of relaxzation:
Machine Jobs Available Vi
1 2 3 4
- W i lie oEse af 880H
=
= 1tz 3 4 R = 1l18 15 20 18 Jaln Pt can be dane
G 2(10 9 15 10
1 6 4 9 7 15 B 3|12 12 18 13 aST CAEERTY Sy
2 3z 6 4 8 & FIECHnE #F
3 5 4 7 @6 12
Iual valus is 44
Yariables selected from GUB sets are:
22242
Resources used are: (0 15 0, (Available: 15 8 12>
Subgradient of Dual Objectlwve 1s ~15 7 ~12
Stepsize is 0.0918367
Iteration # 2
Tteration # 2 Iteration # 3
Hultiplier wector U = 0 0.642857 0 Hultiplier vector U = 0 2.41071 0
Objective function of relaxzation: Objective function of relaxzation:
iy iy
s 1 2 3 4 vt 2 3 4
" 1(118 15 20 16 # 1(18 15 20 16
& 2(11.9286 10,2857 18.8571 12.5714 @ 2|17.2321 13.8214 29.4643 19.6429
g 3l1z 12 18 13 g 3l12 12 18 13
Iual value is 47.6429 Iual walue is 35.7143
Yariables selected from GUB sets are: Yariables selected from GUB sets are:
22342 3333
Resources used are: 0 9 7, (hvallable: 15 8 123 Resources used are: 0 0 22, (idvailable: 15 & 12
Subgradient of Dual Objective 1s 715 1 7§ Subgradient of Dual Objective 1s 715 78 10
Stepsize is 1.76786 Stepsize is 0.065331
Iteraticn # 4
50
Hultiplier vector U = 0 1.88807 0.65331 & — |
Objectlive function of relaxation: = 40
Jatr 2
1 2 3 4 = 30
g | §
E 1|18 15 20 16 g 20
IS 2(15.6642 12,7761 26.3284 17.5523 ]
& 3115.2666 14,6132 22,5732 16.9199 g 10
Iual valus is 41.0984
Yariables selected from GUB sets are: 4]
3211 1 2 3 4 5

Resources used are: 16 2 5, (Available: 15 8 12>
Subgradient of Dual Objectlve 1s 1 "6 ~7 ftorafion
Stepsize is (0.07763

-2 bi]+ > < minimum Z(Ci]-+ aijvi) Xy
A Lagrangian relaxation exhibits the "Integrality Lot et sub'ecttoi=1
Property " if, when the integer restriction is m ]

> Xy=1 forallj

i=1

relaxed, the resulting problem will still possess

an integer solution.
Xy likj

The optimal value of the associated Lagrangian o

dual problem, if the Lagrangian relaxation has 0=Xy=1 foralli&j

the integrality property, is identical to that of This Lagrangian refaxalion does exhibit the
the LP relaxation. Ynlegralily Properiy .

Integrality FProperty [f
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Consider again the original GAP:

S iaRe Lhen
the sysiishie
CERSCTTY oF
FRECHIE §IE

n
Za-inij <b; forall i% wsed
=1

m EECH Fol st

> Xy =1 forallj & &2 sasignasia
i=

EXSCLY ane

m o n
Minimize 2. . CiyXy

=1 j=1
subject to

FRECAE
X;€{0,1} foralli &
The Lagrangian Relaxation n » n
Minimize 2: E:tjuxu + Z:u] E:Xu ]
i=1 j=1 i=1
subjectto " g 4

ZagX; <b;, foralli
=1

X;€{0,1} foralli &j
is rewritten
n n
(- 22u;) + Minimize >, Z(C + X
j=1

subjectto n
ZagX; <b;, foralli
=1

X;€{0,1} foralli &j

Consider our example GAP again.
Iteration # 1

Current multipliers:
i: 123 4
wiil: 0 0 00
Solving knapsack problemns:

Hachine #1 sice We heve
NO items :
Hachine #2 reianed e reguire-
NO itemns el Lhel ssch jok
Hachine #3 e sasigned o &
NO items .
ST

*kk Dal walue is O wex

(Inprovemsnt: 9993

# of times jobs are assigned: 0 0 0 0O
Subgradient of Dual Objective is 1 1 1 1
Stepsize is 11.25

SECH i iniiar
W e fncressad
BT SGIET STIGLTT

Iteraticon # 3

Current multlpllers

2 3 4

w[1] 11.25 11.25 18.1875 18.1875

Solving knapsack problemns:
Machine #1
itens 4
Machine #2

items 2 4

Machine #3
itens 4

Famear fpund Wes Wwarssnadyd E

*kk Dral wvalue is 41,0625 wex

(Improvemnent: ~0.4375)

# of times jobs are assigned: 01 0 3
Subgradient of Dual Objective 1s 1 0 1 ~2
Stepsize is 2.36719

st iniiar e
ol S wiil e
FECIESSEa While
thase For johs

£ & T incrasssd
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Before, we relaxed the machine resource constraints.

Suppose that we relax instead the Multiple-Choice
(GUBJ constraints:
> Xy=1 forallj

i=1
This gives us the Lagr‘angian Relaxation:
Minimize 2: E:tjuxu + Z:u E:Xu 1]

i=l j=1
: S iaRe Lhen
subjectto | v i’ the sysiishie

SagXy <b; foralli &~ eopecityor
=1 mECHINE F I8
wEag

X;€{0,1} foralli &

This separates into one knapsack problem for each
machine:  Minimize Z(C +u)X1J

Za'inij b
=
X;€{0,1} forall j

subject to

From the sum of the optimal values of the knapsacks,
we then subtract %u_

to get a Jewer found on the optimum of the GAP.

Iteration # 2

Current multlpllers

1 2 3 4
w[1] 11.25 11.25 11.25 11.25
Solving knapsack problemns:
Machine #1
NO itemns
Machine #2
Alternate optimal solutions:
Solution #1: items 1 2
Solution #2: items 2 4
Machine #3
NO itens

*kk Dral walue is 41,5 e

(Inprovement: 41.52

# of times jobs are assigned: 1 1 0 0
Subgradient of Dual Objective is 0 0 1 1
Stepsize is 6.9378

andftiniiars far
fos T & o widl
b lncressad

Iteraticn # 4

Current multipliers:
i: 1

2 3 4
wiil: 13.6172 11.25 20.5547 13.4531
Solving knapsack problemns:

Machine #1

items 3
Machine #2

items 2 3
Machine #3

items 1 3

*xx Dual valme is 4F.3430 wex Fanear faund Wwes ;mpmmrjfg

(Improvement: 5.28125)

# of times jobs are assigned: 1 1 3 0
Subgradient of Dual Objective 1s 0 0 2 1
Stepsize is 2.04844
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Iteration # §

Current multipliers:
i: 1

2 3 4
wiil: 13.6172 11.25 16.4578 15.5016
Solving knapsack problemns:

Machine #1

NO itemns
Machine #2

items 1 4
Machine #3

items 1 4

*kk Dal walue is 43,5801 e
(Improvemnsent: ~2.75469)

# of times jobs are assigned: 2 0 0 2
Subgradient of Dual Objective 1s "1 1 1 71
Stepsize is 3.07705
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