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Lagrangian Relaxation |
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Lagrangian Relaxation |

P(u) = Minimum > (Cij + u + uj]}iij— 2>
A Gpea ieN

For fixed u, this is a "minimum spanning
|-tree” probleml
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Select an arbitrary
city, e.g., city #1

Finding the Minimum ||

Spanning 1-Tree
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Select an arbitrary
city, e.g., city #1

Finding the Minimum ||

Spanning 1-Tree

Find the minimum
spanning tree of
the set of cities
excluding the
selected city.
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Finding the Minimum | >¢lect an arbitrary
Spanning 1-Tree city, e.g., city *1

Find the minimum
spanning tree of
the set of cities
excluding the
selected city.

Find the two nearest neighbors of the selected
city, and add the two corresponding edges.
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Lagrangian Dual

For each choice of wvector u, the value of the
Lagrangian relaxation @{u) provides us with
a fower bound on the optimurn TSP tour,

The Lagrangian Dual problem 1s to...

Maximize @u
u
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P(u)= -2 u+ Minimum 3 (Cij + u + u]')}iij
feN e F fijjea

For the purpose of finding
the minimum spanning |l-tree,
the length of edge (i,j) is
Cij + uj + u;
i.e., the edge length is

increased by the "penalties”
of the 2 end vertices.
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Suppose that we were to enumerate the
(finitely many) 1-trees of the network:

Xfe 7 .k-1,2,..K
Then

.
(I)(u) = Minimum > (Cij + u + uj)}{ij— 2> u
lzk=KE . °© _
i1,11e8 1eM

i.e., @ is the lower envelope of a finite set

of linear functions of u (& is therefore concave
piecewise linear)
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-~k
D(u) = Minimum 3> (Cij + u + u]')}{ij -2>
lzk=KE . ° _
(1,118 1eM

i.e., @ is the lower envelope of a finite set
of linear functions of u (& is therefore concave

piecewise linear)

D(u)
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If X% is optimal in the evaluation of ,

then ok
Diu) = > [Cij + uj + uj)}{i]‘— 2> u
(Lijeh ieM
and the vector Y
k

with Yi= f_;{ii )
(L]} €A
is a subgradient of @ at u.

To adjust u, then, step in the direction Y .
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That is, if the degree of node 1 exceeds 2 in

the current minimum spanning 1-tree, then

the "penalty” u; should be increased, to
discourage selection of edges incident to vertex i,
while if the degree is less than 2 (i.e., 1),

the "penalty” is decreased, to encourage the
selection of another edge incident to vertex i.
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Finding Minimum Spanning -tree |

& select an arbitrary node k

& find minimurm spanning tree of the network
with node k deleted

& add to the minimum spanning tree the 2 shortest
edges incident to node

ke qb - qb
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Iteration 2
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Lower Bound:
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Kote that the
degrees of nodes
& 4, and ¥ were
decreased becaise
af the penalires...
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Iteration 3 Lower Bound: 281 .0711111
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Iteration Lower Exoess at
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*kkFalled to convergs.
Greatest Lower Bound on tour length 1s 320.7602064

Final Penalties

Final 1-tree
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