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Symmetric TSP | undirected network
(N, A
Minimize > CiiXij
(1,1)=4
subjectto Xij=2 WV ieN
(1,1)ea
Xe 7 = set of all spanning

I-trees of network

@D0enniz Bricker , U. of lowa, 1997
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Lagrangian Eelaxation

Minimize 3 CiXjji+ 3 ui( S :{ij-z)
i ek ieN i j)ed

subject to
Xe 7

A NNEIRGEr 15 FESOCIFLET Wil eFCh degres
CORSIIFING, G LS Gegres ConsLraing 15 relaved,

WL LRe 0L eCiive  Renaiized BV \IeiFiions. .

@D0enniz Bricker , U. of lowa, 1997
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Lagrangian Relaxation |

P{u) = Minimum > (Cij + uj + uj)}{ij— 2> u
T i jea =

For fixed u, this is a "minimum spanning
|-tree” problem!

@D0enniz Bricker , U. of lowa, 1997
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Select an arbitrary
city, e.g., city #1

Finding the Minimum ||

Spanning 1-Tree

| 5 o Feiriher resirict
¢ o the sef o F-frees
o ° ° . fa inciude and\e Lhose
P o For which node 7
. © AFs degres 2 and

s on g ocie!

@D0enniz Bricker , U. of lowa, 1997
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Finding the Minimum [
Spanning 1-Tree
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Select an arbitrary
city, e.g., city #1

Find the minimum
spanning tree of
the set of cities
excluding the
selected city.

@D0enniz Bricker , U. of lowa, 1997
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Finding the Minimum | >¢lect an arbitrary
Spanning 1-Tree city, e.g., city *1

Find the minimum
spanning tree of
the set of cities
excluding the
selected city.

Find the two nearest neighbors of the selected
city, and add the two corresponding edges.

@D0enniz Bricker , U. of lowa, 1997
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Lagrangian Dual

For each choice of wector u, the walue of the
Lagrangian relaxation @u) provides us with
a fower bound on the optimum TSP tour.

The Lagrangian Dual problem i1s to..,

Maximize @u)
u

@D0enniz Bricker , U. of lowa, 1997
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P(u)= -2 uj+ Minimum > (Cij + u + uj]}iij
1= Xe Tf’ (1,118

For the purpose of finding
the minimum spanning l-tree,
the length of edge (i,j) is
Ci]‘ + uj + u;
i.e., the edge length is

increased by the "penalties”
of the 2 end vertices.

@D0enniz Bricker , U. of lowa, 1997
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Suppose that we were to enumerate the
(finitely many) 1-trees of the network:

ol

Xfe 77 . k-12,..K
Then
X
P(u) = Minimum 3> (Cij + u + Uj)}{ij— 2> u
lzk=E % _
(1,118 ieM
i.e., @ is the lower envelope of a finite set

of linear functions of u (& is therefore concave
piecewise linear)

@D0enniz Bricker , U. of lowa, 1997



. =k
Diu) = Mllgllﬂuﬁn > (Cij + uj + ujj}iij -2>
R ieN

i.e., @ is the lower envelope of a finite set
of linear functions of u (& is therefore concave
piecewise linear)

D(u)

-
/

@D0enniz Bricker , U. of lowa, 1997
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-

If X" i1s optimal in the evaluation of ,
.
then (I}(u} — > (Cij + uj + u]')}{ij— 2> u
(i,j1=4 ieN
and the vector Y
k

with Yi= T Xg-2
(ij) €A

is a subgradient of @ at u.

To adjust u, then, step in the direction Y.

@D0enniz Bricker , U. of lowa, 1997
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he s oo

1
ijjea

That is, if the degree of node 1 exceeds 2 in

the current minimum spanning 1-tree, then

the "penalty” u; should be increased, to
discourage selection of edges incident to vertex i,
while if the degree is less than 2 (i.e., 1),

the "penalty” 1s decreased, to encourage the
selection of another edge incident to vertex 1.

@D0enniz Bricker , U. of lowa, 1997
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Exam p e Random Symmetric TSP
(seed= 1333982
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Finding Minimum Spanning i-tree |

¢ select an arbitrary node k

& find minimum spanning tree of the network
with node k deleted

® add to the minimum spanning tree the 2 shortest
edges incident to node

l O\o T O\o

- -
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Iteration 1 Lower Bound: Z&0
aum of excess degreess: 3

100 -

Q0 4

S0 —

—— seberaciienst direction.
s Vi =+1fori=249
S0 4

aaliy ¥y = -1 fori=10,11,12
30 4

20 ¥y = 0 otherwise

1

0 1T 1T T 1T 1 T ' 1

Vertex penalty algorithm g
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Aew minimum Spanning

f-tree:;

100 —
Q20
80 -
o -
B0 -
S0
40
0
20 -
10 -

page 17

Kote that the
degrees of nodes
2 4, and ¥ were
decreased becaise
af the penalties...

Vertex penalty algorithm |
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Iteration 2 Lower Bound: 253 .46666067
aum of excess degrees: 4

100 —
Q20
80 -
o -
B0 -
S0
40
0
20 -
10 -

12 SLlraliend Gt
Vi =+2fori=5

=
I

+1 fori1=3,10

==
]

1 fori=4,9,11,12

0 otherwise

==
]

Vertex penalty algorithm g
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Iteration 3 Lower Bound: 281.0711111
aum of excess degrees: 3

100 —

80 -
o -
B0 -
S0
40
0
20 -
10 -

SLleraiant Gdirection.
+1 fori=2,10,12

== =
] I

-1 fori=4911

0 otherwise

==
]

Vertex penalty algorithm g
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Iteration 4 Lower Bound: 274.9712593
pum of excess degrees: 3

100 —
Q20
80 -
o -
B0 -
S0
40
0
20 -
10 -

SLleraiant Gdirection.
+1 fori=369

== =
] I

-1 fori=10,11,12

0 otherwise

==
]

Vertex penalty algorithm g
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Iteratlion Lower Excess at
Bound Degres  HNodes

21 320 1 11
22 319 3 2 10 12
273 320 3 3 B 10
24 320 2 g 10
25 320 1 ]
26 320 1 4
27 321 1 g
28 321 3 2 712
29 321 1 ]
30 321 1 11

Vertex penalty algorithm |
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*wkkFalled to converdge.
areatest Lower Bound on tour length 1s 320.7602064

Final 1l-tree | Final Penalties |

15.341
24,413
a2l .403
3,365
17.365

20
20 g
10 -

110 4
100 i Priz
20 1 0.000
80 3 51,307
70 3 43.367
0 4 28.301

5 23.200
sa 6 15.350
o 7 00373

3

9

0

1

3

e

Vertex penalty algorithm |
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*wkkFalled to converdge.
areatest Lower Bound on tour length 1s 320.7602064

Final 1-tree %

10— Fhe optimal

100 —

a g‘_-::?afr fength

80 - is 327 so the
EE i fower bound s

50 giite tight '/
40
a0
20
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Vertex penalty algorithm |




