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If the objective function iΦ is quadratic in X and Y, and the

transition function iΨ is linear in X and Y (the "QC/LD" case),

we have a closed-form solution for the problem.

Otherwise, we can try successively approximating the problem by

a QC/LD problem.

(Successive approximation of a convex constrained programming

problem by a linearly-constrained quadratic programming

problem has been a very successful approach in nonlinear

programming.)
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Successive Approximation Algorithm (SAM)
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(SAM, continued)
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(SAM, continued)
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(SAM,  continued)
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EXAMPLE
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APL  Code  for the Criterion  Function
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APL  Code  for  Gradient of Criterion Function
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APL Code for Hessian Matrix of Criterion Function
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APL Code for Transition Function

APL Code for Gradient of Transition  Function
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ITERATION #1
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Since '
i

Y Y−∑ is less than the tolerance (0.01), the algorithm

terminates.


