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7| Policy-llteration Algorithm
without Discounting

Optimizes the "average”, 1.e., expected, cost
or return per period in steady state,

I="| IPolicy-llteration Algorithm
wilh Discounting

Optimizes the present value of all future
expected costs

@Dennis Bricker, L. of [owa, 1932
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Policy-llteration Algorithm
without Discounting

For each policy R=(k; ks, ... kp), define

nR=ixn® nk, ... xRl tobe the steady state

distribution using policy R
g(R)y=> nf Cfti Lo be the expected cost per stage
=S lin steady state)if policy R is used.
viiR) = total expected cost during the next n stages

If the sywstem starts in state 1 & follows

policy R &)
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ki k; -
vI'(R) = Ci" + _ZS pii viI(R)
1=

For “large” n,
vi(R) = ng(R) + vi(R)

where

vi(R) = effect on total expected cost (Lo co) due
to the system's starting in state |

@Dennis Bricker, L. of [owa, 1932
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k; ki -
vI{R) = Ci" + _ZS pii viH(R)
1=

vA(R) = n g(R) + vi(R)
— ngR)+ viR)=CP+ T pfi[in-1) g(R) + vj R))
=8

ki ks 1c:i
=Ci"+ 2 pijvi(R) + (n-1) g(R) > pj]
&R jEa

— | gR)+ viR)=C{' + T pBwi(R) v ieS
=8

@Dennis Bricker, L. of [owa, 1932
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g(R) + vi(R) = Ci' + T pMwi(R) v ieS
==

Given a policy R, this will be a system of n
linear equations with n+1 unknowns, 1.e.,

g{R}: vl{R}: ?E{R}, vH(R)

To find a solution, therefore, we may assign an

arbitrary value (usually zero) to one of the
unknowns vi(R), say vn{R)

@Dennis Bricker, L. of [owa, 1932
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Policy-Iteration Algorithm |

Step O Initialization

start with any policy K.

Step 1) Yalue Determination
Solve the systern of linear equations

g(R)+ vi(R) = CP + 3 pHviR) v ieS
1E8
for g(R), vi{R), va(R), ... vpa(R},

letting va(R)=0

@Dennis Bricker, L. of [owa, 1932
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Policy-Iteration Algorithm |

Step 2 IPolicy Improvement
Find an improved policy R such that
R'= k', k'2, ...k'y)

and

it S pKiviR) = gR) + vi(R) ¥ ieS
i
with strict inequality for at least one state 1,
If no such improved policy exists, stop;

otherwise, return to step 1.

@Dennis Bricker, L. of [owa, 1932
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Ci'+ 2 pij vi(R)
]
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= 7 1eS

g(R) + vi(R)

A b A
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Taxicab Problen

@Dennis Bricker, L. of [owa, 1932

atate Action
1 Town A 1 Crulse
2 Town B 1 Crulse
3 Town C Crulse

Vi

T1.33333
“7.4B667
0

(RN
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

State #1, Town 4

JCEI+WICRY = T10.5333

E| name ! A

1| Cruise T10,5333 0 :
2| Cabstand “8.43333 2.1 :
3| Wait for call| “5.51667 5.01667 ¢

C'LR]
ACLE]

cost 1f acticon kK i1s selected for one stage
improvemsent Cif <02

T

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

otate #2, Town B

current Policy: actlon #1,

Crulse
grEI+VICREY = T16.66607
k| nams ! A
1| Cruise “1la.668A7 W]
2| Cabstand “21.8167 ~4.95

C'LR]
ACLE]

cost 1f acticon kK i1s selected for one stage
improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

otate #3, Town C

current Policy: actlﬂn #1, Crulse
gUEI+YICREY = 792

k| name ! AT

1| Crulse QL2 0 Z
2| Cabstand “9.766ERT TO.HBRAAT B
3] Walt for call| "5.96667 3.23333

cost 1f acticon kK i1s selected for one stage

C2'LEk]
improvemsent Cif <02

ACLE]

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

JCEY =

@Dennis Bricker, L. of [owa, 1932

“13.151%

Etate Action
1 Town A 1 Crulse
2 Town B 2 Cabstand
3 Town C 2 Cabstand

i vi b
1| 3.87879 |
2| -12.8485 |
3| "o

page 14
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

Current Policy: actlion #1, Crulse

gUREI+WICRY = "9 27273
k| nams ! A
1| Cruise QL 27273 0]
2| Cabstand “12.1439 T2.87121
3| Walt for call| ~4.88636 4.38636

C'LK]

cost 1f acticon kK i1s selected for one stage
ACLE]

improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932



MDP Policy Improvement 8/20/00 page 16

Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions
atate 22, Town B

current Policy: actlon #2, Cabstand

grEI+VWICREY = T2a
K| name ! A
1| Cruise 14,0808 0 11.9394
2 Cabstand —2hA 0

C'LK]

cost 1f acticon kK i1s selected for one stage
ACLE]

improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

current Policy: actlion #2, Cabstand

GERI+Vi¢RY = ~13.1515
k| name c' AC B
1| cruise -0.24242  3.90900 |
5| Cabstand -13.1515 0 %
3| Walt for call| —2.39394 10.78576R

C'LR]
ACLE]

cost 1f acticon kK i1s selected for one stage
improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

atate Action

1 Town A 2 Cabstand
2 Town B 2 Cabstand
3 Town C 2 Cabstand

giRy = 713.344%5

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

Town A

otate #1,

current Policy: actlan #2, Cabstand
JIREI+VICEY = T12.1681

k| name [ A :
1| Cruise -10.5756  1.59244 |
2| cabstand “12.1681 O g
3| Wait for call| "5.53782  6.63025 |

cost 1f acticon kK i1s selected for one stage
improvemsent Cif <02

C'LR]
ACLE]

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

atate #2, Town B

current Polliew: actlion #2, Cabstand

giRI+VICREY = TZ2a
k| nams ! A
1| Cruise “15.4118 10.5882
2| Cabstand 26 [

C'LR]
ACLE]

cost 1f acticon kK i1s selected for one stage
improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932
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Taxicab Problen

Policy Improvement Step: Evaluatlion of alternate actions

State #3, Town O

current Policy: actlion #2, Cabstand
JrR»+VWIcREY = ~13.,3445

k| name C' AC B
1| cruise “0.B69TE  3.47479 |
5| Cabstand 17,3445 0 %
3| Wait for call| ~—4.40861 8.93592 |

C'LK]

cost 1f acticon kK i1s selected for one stage
ACLE]

improvemsent Cif <02

@Dennis Bricker, L. of [owa, 1932
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Folicy-lIlteration Algorithm
with Discounting

Define ]
p = discount factor = 3=

where r =rate of return per stage

vi(R) = Present Value of all future expected

costs, if policy Ris followed, starting
in state i

&

@Dennis Bricker, L. of [owa, 1932
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Policy-Iteration Algorithm |

Step O Initialization

start with any policy K.

Step 1) Yalue Determination
Solve the systern of linear equations

VilR)=Ci + B3 pHviR) v jeS
1Em
for vi(R), v2(R), ... vn(R)

@Dennis Bricker, L. of [owa, 1932
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Policy-Iteration Algorithm |

Step 2 IPolicy Improvement
Find an improved policy R such that
R'= k', k'2, ...k'y)
and

gt I?JZ Pl] iRy = vi(R) % 1e5
(Wi SRR
with strict mequahty for at least one state 1.
If no such improved policy exists, stop;

otherwise, return to step 1.

@Dennis Bricker, L. of [owa, 1932



