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IZ| Linear IDrugrﬂmming Atlgurithm
without Discounting

Optimizes the "average”, 1.e., expected, cost
or return per period in steady state,

I Linear IPrngrﬂmming ,ahlgnrithm
wilh Discounting

Optimizes the present value of all future
expected costs

@Dennis Bricker, L. of [owa, 1932

page 2



MDP LP Algorithm 8/20/00

Assume that, using the optimal policy, a steady
state distribution exists,

Cefine "randomized” or "mixed” strategies:

X}r‘ = Joint probability, in steady state, of being
in state 1 and selecting action ke K;

@Dennis Bricker, L. of [owa, 1932
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LP Model

Maximize X X CFXF

ieh keK;
> Xk =3 X pkyxk vieES
ke, J e ek, P ](j
k Live consiraint
Es 1;%1{ X l hS rEtinaEnt,
" GG CEn he
Xi=0 alimingted
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Taxi

Transition Probabklilities

PrublemEEE

Action: Cruise

dction: Cabstand

2 3

1
26 0,125 0.625

0.
0 1 0 :
0.75 0.0625 00,1875 g

@Dennis Bricker, L. of [owa, 1932
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Taxi

Problem

HMatrizx E

E| name 1 a 3

1| Crulse = 16 7

2| Cabstand “2.75  T1h 4

3| Walt for call 4,25 294 4.5

(Fows ~ acticons, Columhs ~ states)

A walue of 999 above signals
an infeasible action in a state.,

Exnacied relirns
Foem eFef ThK

@Dennis Bricker, L. of [owa, 1932
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Taxi |

LP Tableau Problem ||

E: 1 2 3 1 2 1 2 a3 R

H

1: 1 1 1 = 2 a3 3 a3 =
Min| 78 “2.75 “4.25 T16 "1h ~7 ~4 4.5

0.5  0.9375 0.75% TO0.5 T0.0625 T0.25 T0,125 70,75 0

T0L25 T0.7h T0.125 0 1 0,125 70,25 T0.75 70,0625 |0

1 1 1 1 1 1 1 1 1
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Tteration 0 %

LPF Tableau fnrtral basre feasibie sofiition
basic: 4% + +

k: [ 1 2 3 1 2 1 2 3 R
is |1 1 1 2 2 3 3 3 5
Min| 0 2.1  5.01667 0 —4.95 0 —0.5666A7  3.23333 |0.2 |
1 1.45% 1.36667 O 0,35 0 0,0333333 "0.6l6667 | 0.4 F

0 0.4 0.1 1 0.3 0 0.4 0,15 0.2

0 "0.05 "o 48867 0 0,35 1 1.36667 1.46667 0.4 E

fnitral polfrey: 2 each cily, select criise’
{greedy” poffcy/

@Dennis Bricker, L. of [owa, 1932
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iiiiad
Basie
| SO
Policwy: (Cost= 9.2 2

Etate Action Piiz:

1 Town A 1 Crulse 0.4

2 Town B 1 Crulse 0.2

3 Towyn C 1 Crulse 0.4

fnitial polfrcy: 1 each city,
(greedy” policy/

@Dennis Bricker, L. of [owa, 1932

sefect croise’

Xi=0.4
Xo=0.2
x1=0.4
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Iteration O

LP Tableau

k: | 1 2 3 R E
H

i: | 1 3 3 5k
Hin| © “0.BRRRAET 0 3.233373 0.2 b
1 0.0333333 “0.6LARAT | 0.4 |

0 —0. 4 0.15 0.2 F

" 1.36667 1.46667 0.4 F

0.35 0.3 0.35)] 0.3

1M ini mum

{n.4 02 04| _0.2

><§ enters the

basis, replacing X
@Dennis Bricker, L. of [owa, 1932
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Iteration 1

8/20/00

LP Tableau
*k
k: 1 2 3 1 2 1 2 3
1: 1 1 1 2 2 3 3 3 rhs
Min| © 4.5 h.BBEAE 16.6 o0 ~F 1666 B,.T0OB33 |12.6 :
1 1.9166 1.:Zh “1.1666F O 0O 0.5 “0.79166 D.1666 F
0 71,3333 00,3333 3.33333 1 0 T1.3333 0.5 D.66B66 F
o 0.4166 T0,65833 T1l.1666Y O1  1.8333 1.29167 0.1666 g
= I
P X1= %
S 2
4 X5= 4
safulion |y
= %

@Dennis Bricker, L. of [owa, 1932
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Iteration 1

8/20/00

Policy: (Cost= ~12.5 2

Etate Adetion Pi1:

1 Town 4 1 Cruise D.1666B67
2 Town B 2 Cabstand O.6R6ERAT
3 Town C 1 Cruise D.1666B67

@Dennis Bricker, L. of [owa, 1932
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Iteration 1 |

: LLF Tableau

* +* %

k. 1 2 3 1 21 2 3

ir: 1 1 1 2 2 3 3 3 rhs

Hin| © ~4.58 b.bbBE 16.5 00 ~F.1leee 5.70833 12.5
1 1.91en 1.25 “l.leee¥ O O 0.5 0.79166 D.1666 F
0 71,3333 0,3333 5.33333 1 0 ° ok, . 0 D.66B66 F
0 00,4166 "0.5833 T1.1aa6¥ 0 1 E £1.29187 i

FOEEE—

0.166 D.1666}:D.1666
0.5 ' 1.833 1.8333

minimuin {

><§ enters the
basis, replacing %1
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LP Tableau

* * *

K:| 1 2 3 1 2 1 2 3

i:]| 1 1 1 2 2 3 3 3 rhs |

Min| O -2.8712 4.3863 11.9394 0 3.9090 0 10.7576|13.1515 |
1 1.8030 1.4090 ~0.8484 0 ~0.2727 0 ~1.1439| 0.1212 |
0 ~1.0303 ~0.0909 2.4848 1 0.7272 0 1.4393| 0.7878 |
0 0.2272 ~0.3181 ~0.6363 0 0.5454 1 0.7045| 0.0909 |

Nole Ll For gvere siale,
Here 15 & varigaie in Lhe
8F515 For andle one Foiion!

@Dennis Bricker, L. of [owa, 1932
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Iteration 2

Policy: Cost= 713.1515 7

@Dennis Bricker, L. of [owa, 1932

sLtate Action P13
1 Town & 1 Crulse 0.121212
2 Town B 2 Cabstand 0.787879
3 Town C 2 Cabstand 0.0909091
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Iteration 2 LF Tableau

@Dennis Bricker, L. of [owa, 1932
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LFP Tableau

* * *
E: 1 4 a 1 2 1 2 it
1: 1 1 1 2 2 it a it rhs
Min{ 1.59244 0 6.63025 10,5882 0 3.,4747 0 5.9359 | 13.3445
0.55462 1 0,783151 "0.4705 0 ~0,1512 0 70,6344 | 0O.0R7ZZ
0.57142 0 0,71428 2 1 0.5714 0 0.,7857 | 0.85714
T0.1Z2605 0 70,4959 T0,5294 00,5798 1 0.8487 | 0.075A3

Kedueced costs are aif nonnegative. ..
the gptimalily conditron (s satisfred!
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Optimal Policy |

Iteration 3 |

Policy: (Cost= 713.3445 3

rtate Action Piiz
1 Town 4 2 Cabstand 0072269
2 Town B 2 Cabstand 0.357143
3 Town C 2 Cabstand 0.0756303

£ Qul il pafic e Fownd 0 Ihe sinniex LR
SPNILAT 15 FRLEr TSI, AL PERNGONNT A,
FE, To g0 SEFLE, Gl one SOl 15 Speciiied.

Ka
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ILIF ,«shlgnril:hm for

MDP with discounting |

Determining a policy which minimizes the
present value of all future costs over an
infinitely long planning horizon.

Note: existence of a steady state distribution
18 s20¢ assumed!

&

@Dennis Bricker, L. of [owa, 1932
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The present value of future costs (i.e., the
discounted future costs) will depend upon
the initial state of the system.

Define

aj - probability that system in initially |
in EtﬂtEj z

Note: If the initial state 1s known, then
= [0,0,..,0,1,0,..0]

@Dennis Bricker, L. of [owa, 1932
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Decision variables

3f(n) - Joint probability that
system is in state j in period n |

and

action k€K is selected

Hote that this definstion of the decisron variables
does not assume that the same policy (s opltimal
for every stage!

@Dennis Bricker, L. of [owa, 1932
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Define

p = discount factor = 3=

where r =rate of return per stage

Then the present value of a cost Y which is
incurred 1 period henceis pY

2 periods hence is B?Y

n periods hence is p*Y

@Dennis Bricker, L. of [owa, 1932
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If Cjk = cost of action k in state j

then

Z > CEa%(n) - expected cost during
kek stage (period) n
and

> B Z C{ 35(n) - present value of
J ' all costs in periods
n=0, 1, 2,

@Dennis Bricker, L. of [owa, 1932
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Qur objective is therefore to minimize the
discounted future expected costs:

T3S A )

i kekj [n=0

@Dennis Bricker, L. of [owa, 1932
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For each state j at stage n=0: > l]k({}) =
kEKj

For each state | at stage n, n=1,2,...

> hi(n) = > 2 pk A f(n-1)

keE; i kek;
Frofgbnitd |\ Liegl shsies Frobghnil | £asl sysienr mahes
ig i sigie ol siage Lrarnsrdion o siale 1 in

slegen-7 fo sisle j i sisoe n
Note that there 1s an infinite nember of

CONStramis, as well as (riinitelv many
/
@Denms% c{r m/ E"g 1998
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In order to reduce the size of the LP to finite
proportions, we will utilize the =z - transform.

-0

The z-transform of the sequence {ay}

is the function

F(z)= > ap
n=[

fRes Guenaing Slsfams, Vol 7, Appendiy 7 81w L Klemrock/

Mnde LREE Ve £ We 05
PO TSIl BRe SOuence
2 = 1 Q)

| il
@Dennis Bricker, L. of [owa, 1932 n! dz



MDP LP Algorithm 8/20/00 page 27

For each pair of state | and action k,
consider the sequence of probabilities

{ A5 g
[ts z-transform is F(z)= > zﬂhf‘(n)
n=[

Define a new set of decision vanables

=0

n:

i.e., the z-transform of {Inkl“‘(n)}11 ]
evaluated at f3

@Dennis Bricker, L. of [owa, 1932
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We are then able to rewrite our objective function

T Y|SB CEAkm)

i keEy [n=0

with a finite number of terms:

e

where Kﬁc — Z ﬁn}u}{(ﬂ)

@Dennis Bricker, L. of [owa, 1932
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Constraints

In order to reduce the set of
e e A A e A A A l: D ﬂ S t. I.. ai I] t. S t. D a f i ﬂ i t. E n u m h E I..

(with finitely many variables), perform the
following operations:

* For each pair | & n, multiply the corresponding
constraint by p"

- ﬁDkZK ?*-]k(ﬂ') = B a; for each state |
€K;

Z n% Ep) = Z Z kant 3 %p-1 for each state j
kEKjﬁ ]( ) ﬁl kEKipijﬁ 1( ) &ﬂ:_:‘]_

.

@Dennis Bricker, L. of [owa, 1932
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« For each state §, sum the equations over n:

- Z ?»,k({]') [3'3-‘:{]- for each state j
kEK

Z ﬁnlk(n) ﬁz Z pi]ﬁnl }'-.-k(ﬂ 1) for each Stﬂtﬁj

ke K; n=1

o

= Z Z[ﬁnhk(n)—mﬁﬁzz Z plj[?;nli‘».k(n 1)

n=0 kek; n=l 1

@Dennis Bricker, L. of [owa, 1932
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» Rearrange the order of summation in this new
constraint:

Z Zﬁ“lk(n)—mj+ﬁzz Z pu[ﬁﬂlhk(n 1)

n=0 kek; n=l 1
= 2 fﬁﬂh}“(uﬁmﬁﬁi > Zpuﬁﬂlhk(n 1)
keK; n=0 i kek; n=l
— k;:jxﬁ{ - C"‘J'Jrﬁzi gﬂi?‘ilf for all j
since Epﬁﬁn'l hi(n-1)= gj[ﬁnhlf(n)

@Dennis Bricker, L. of [owa, 1932
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LP Model

Minimize » > C}"};}‘

i kekK;
subject to
k k ok -
> xj:mj+ﬁz > pi;x; forallj
kEK]' 1 kEKi
};ﬁ‘:aﬂ
-

e sum of X is not specified to he 1
« N0 redundant constraint was
eliminated from state equations

Note that

R

p

@Dennis Bricker, L. of [owa, 1932
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Using the "Kronecker delta’”, i.e.,

(1 ifig
0= {0 if i

this LP model may be rewritten:

Minimize > > C}"};ﬁ“
| ke kK

subject to

i kel

@Dennis Bricker, L. of [owa, 1932
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If x* is the optimal basic solution, then

};Tk > 0 (i.e., basic)

implies that

the optimal policy is to select action kK when in
state | for every stagen=0.71.2....

Le, the pprimal policy (s stationary, same for
every time period!

Ka

@Dennis Bricker, L. of [owa, 1932



