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Application |

A set of products is to be scheduled on a machine.
(Example: scheduling steel to be rolled (producing
varying grades, widths, thicknesses, etc.)in a hot

strip mill.)
For some pairs (i,j) of products, no major setup

1s reguired it product | immediately follows product 1.

we wish Lo sequence the products so as to minimize
the number of major setups required.
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Represent the products by nodes in a network,
with arc from node 1 to node | if node | requires
no major setup when it follows node 1,

The nodes on a path
through the network
correspond Lo a sequence
of products which can be
produced with a single
major setup.

Example |

Any Lwo such paths should be grsrerns | 1.e., should
share no common products.
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The Disjoint Path Problem: |

Find the minimum number of disjoint paths
which span all the nodes of a directed graph.

Example |

A feasible solution |
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PROBLEM STATEMEMNT: &

Given a directed graph (digraph) G = (N A)

where M =1{1,2, ..n} =set of nodes

A=setofarcs [ AC N x N

Find the minimum number of paths such that
every node 1€MN lies on one (and only one) path

@D L.Bricker, ). of lowa, 1938

page 5



Disjoint Path 8/20/00 page 6

Example:

@D L.Bricker, ). of lowa, 1938



Disjoint Path 8/20/00 page 7

The optimal solution:

(2 paths) oEe——e
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Mathematical Programming Model |

Define the variables

v -1 ifarc (i,j)is included on a path
& 0 otherwise

Clearly Ay =1 for at most one ] for each i
and Aij = 1 for at most one i for each ]

fial 15, g8 st ome S0 enlers node ),
Rerrd G sl e ST feges roe 7
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Thus, we have the constraints

[~ =

Xy=1 foreachieN

.
[
—_

il
2, Xy= 1 foreach jeN
i=1

Howewver, the above constraints permit circuits,
e.q.,
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Wwe must add the constraint that the edges
of the subgraph indicated by X form a "forest”,
1.e., acollection of trees,

(ol Free i3 5 subgrandt corml g o olcle
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In order to facilitate defining the objective function
(which is to be the number of paths)in terms of X,

Define a new node O
Let 5" =(N', A where
N = N {0}
A= AULI0,1),00,2), ... (0N}

Let  _ |1 1if nodeiis the beginning of a path
o 0 otherwise
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hade 0

The optimal|
solution |

The optimal solution to
the new version of the

problem s a spanning
treel
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The Optimization Problem

il
Minimize 2 X
=1
subject to

X & F =setof all spanning trees of &'

n . .
. Nl s PAsE e TREGUETTIY
: }{ij =1 foreachieN Pt aul-gagras af
=1 sage
>, X =1 foreachjeN
i=0

xij £ {D,l} for each (i,”EAI
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i}
Minimize > X

=1
subject to

X £ ¥ =setof all spanning trees of &'

IL =

> X j=1 foreachieN Thess sre sssentishiy
j=1 SR TSNS 8 S

" SESIFHTERT Sl ey
> X;=1 foreachjeN
i=0

-

Xy € 40,1 foreach (i,j)e A’

@D L.Bricker, ). of lowa, 1938

page 15



Disjoint Path 8/20/00 page 16

This problem appears to be a good candidate
for Lagrangian Relaxation because of its
structure:

* [f we relax the spanning tree constraint, we
obtain a relaxation which i1s an assignment
problem

» [f we relax the assignment constraints, we

obtain a relaxation which is a minimum
spanning tree problem

However, because the spanning tree consiraint

18 ot easriv writien as a sysiem of explicst
frnear constralinls, refaxing them (s proffematic!
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YVariable "splitting” |

For each variable X;; of the problem, define a
variable i,
Require that x be a spanning tree,
that ¥ be a feasible assignment,
and that xy=7%; for each 1 & ]
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bl il
Minimize o > Xy +(1-0) 2 Yy,
ji=1 i=1

subject to n
2. Yy= 1 foreachieN
Xe 7 =1
o
2 Yy=1 foreachjeN
i=0

Yij £ {ﬂ,l} for each {i,”EAI
Xij = Yl_] for each {i,”EAI
for some specified weight o which distributes
the cost between the two sets of variables (O<o < 1)
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I
Minimize ot > Xg + (1 - ¢t)

i}
YDj
j=1 j=1
subject to
2. Yy= 1 foreachieN
X e T j=1

1 for eachjeN

1
!
I

Yij £ {ﬂ,l} for each {1,”EA

Fe mow refzx these [
consirarnisf
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The Lagrangian Relaxation

1 n il
Minimize © Z Xy +1(1-0) 2 Y + 2 > Ay (Xj-Yy)
j=1 1=1 i=07=1
subject to n
2. Yy=1 foreachieN
Xe 1 =1

1
2. Y;=1 foreachjeN
=0

Yij £ {D,l} for each {i,i}EAI
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The Lagrangian Relaxation

n
Minimize . (0 + Ay )Xg+ > > Ay X
j=1

i=1 j=

+ 21 -o - Ay Y- '21 '21 Ay Yy
i=1j=

=1

[y

subject to n
2. Yy 1 foreachieN
Xe 7 =1

n
2. Yy=1 foreachjeN
i=0

Yij £ '{D,l} for each {i,i)EAI
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The Lagrangian Relaxation separates into
two subproblems:

Minimum Spanning Tree Problem:

@ A)=-minimum (0 + A )Xg+ 2 D Ay X,
j=1 i=1j=1

subject to
Xe 7

@D L.Bricker, ). of lowa, 1938
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Assignment Problem |

0 noon
D A)=minimum 2 (1 — ot - A )Y - 2 2 A, Yy
- i=1 j=1
subject to - :
2. Yy= 1 foreachieN
j=1

n
>, Y;=1 foreach jeN

i=0
Yij £ {D,l} for each (i,i}EAI
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For any matrix A of Lagrangian multipliers,
the sum of the optimal values of the two
subproblems provides a lower bound on the
optimal value of the original problem:;

DA) = DA+ DL ¢ ZF

*

¢ = Maximum & (1)
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The search for the optimal dual variables (A4 )
can be performed by subgradienl oplimizaiion

The subgradient of the dual objective, ®d)
1S the matrix  A={8;} where 8&; =(X;-Yy

This is the direction in which to change A

NN )

&
T4 b
T £(0,2]

/5 & SEansise
FETIS LS,

A
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It may be that the optimal values of X and Y
for the subproblems are never feasible paths.

For this reason, it is worthwhile to seek a
feasible solution (which provides an upper
bound) by means of a heuristic.

Two heuristic algorithms have been designed:

* 3 ‘greedy’ algorithm
» 3 random-search algorithm

@D L.Bricker, ). of lowa, 1938
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The "greedy” algorithm proceeds as follows:

Initially, the path set P isempty (P& &)

(a) If all nodes lie on a path, stop. Else, begin a new path by
selecting the node i* which minimizes A

Let P Pw {(0,i%)}

(k) If {(ij): jdoesnot lie ona path} is empty, go to step (a).
Otherwise, let j*¥<—argmin{ li]- -] does not lie on a path}

(c) Let P& P {{i¥j*)} and i*¥ <« j*
Feturn to step (b).
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The random search algorithm finds several
trial solutions, each constructed as in the

sreedy algorithm except:

In step th), the choice of the next node to add to

the path is random, with probabihity depending

upon the current wvalue of the Lagrange multipliers
(). (Erobahiiiies \ar e Inersel e 25 e
mtinfiers, so thal the choice fends fo be resd)le )
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Randomly-generated problem (N=9)
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The optimal solution:
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Results of Lagrangian dual search
[Spanning tree & assignment subproblems)

49 Upper & Lower bounds ws iteration #

3 feirrringied
WITEST L

Z - Soiad = fowes
G (ronasd

1 - L o next
mntacart

. .

-1 T T T T 1

i Z 3 4 g &
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A her refaxations are possipie.

Relax, in addition to those relaxed in the
""""""""""" approach just presented, the constraint on
the in—-degree of each node:

o
> Y; =1 foreachjeN
i=

The subproblerm in Y is then a simple GUB
(generalized upper bound, or "multiple choice”)
problem.

@D L.Bricker, ). of lowa, 1938
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haode 0

A feasible solutionis a directed
spanning tree which 1s known as

an "arborescence™ the number of
arcs entering any node 15 at most 1

@D L.Bricker, ). of lowa, 1938
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Replace the constraint that ¥ is a tree with

7 the stronger constraint that X is an
"arborescence” (a directed tree with in-

degrees of the nodes < 1.) Then relax as

in ¥

(FEa FAGOriEinT L0 COmpLi e F rIITHATT SO
srborescence 15 (Nt in practice, execution Lime

For ife AL code is showt 15 Times 158 For 1Re Spnsiwmiig
frea probiam for g Si-noce prodiar
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Using relaxation #2 (spanning tree & GUB problems)

(Lisimg greed)s feuistic

4_

1 - Upper & Lower bounds ws iteration #

SIS
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Using relaxation #*3 (spanning arborescence & GUB)
(Lisiimg areedls feuisticd

3 Upper & Lower bounds ws iteration #

EEREERET

| |
1 2 3 4 & & 7 g 9 11 12 13 14
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Another randomly-generated problerm, with N=20
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An optimal solution:

([ 15 {zingl etnn}j

.. .--"G'-J 3

1 14

ol y—msn £0
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Relaxation #2 (spanning tree & GUB subproblems)
(Lisrmg raEmdon Searcl oLisiie wilh 5 frislsd

Upper & Lower bounds vws iteration #

SO ERE

-10
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Relaxation #3 (spanning arborescence & GUB subproblems)

(EASi FERTONT SESCH HeLrisiic wilh 5 frislsd

Upper & Lower bounds ws iteration #

F BT sl ed
MRS L
fasndg =3,

Aer g feridind

o
=54

T T T T T T T T T T T T T T
1T 2 3 4 5 6 7 & 9 1011 121314151617 18 19 20
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This limited computational experience suggests
that the additional effort required to find the
minimum spanning arborescence 15 not effective.
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