
56:271 Nonlinear Programming
Final Examination -- December 16, 1988

Select any SIX of the EIGHT problems:

(1.) Unconstrained Search Methods:  Consider the problem
Minimize f(x,y), where f(x,y)=2x2+y2 -8x -2xy

a.  Test whether f(x,y) is convex, concave, both, or neither.
b.  If we start with the initial "guess" xo = 1, yo = 1, and use the steepest descent

method, in which direction will we first search?
c.  The optimal stepsize in the direction of part (b) is to = 1/4.  What are the values of x

and y at the start of iteration #2?
d.  If we were to use the Fletcher-Reeves (i.e. "conjugate gradient") method, what

would be the search direction in iteration #1?  in iteration #2?
e.  If we were to use Newton's method, what would be the search direction in iteration

#1?  What would be the stepsize used in this method?

(2.) Quadratic programming:  Consider the problem
Minimize 1.5x2 + xy + 0.5 y2 -30x -14y
subject to  x + y ≥ 3

2x - y ≥ 4
0 ≤ x ,   0 ≤ y ≤ 2

a.  Write the Kuhn-Tucker conditions for this problem, using explicit Lagrange
multipliers for the non-negativity constraints.

b.  Are the Kuhn-Tucker conditions [(i) necessary, (ii) sufficient, (iii) both, or (iv)
neither ]       for optimality?

The tableau for solution of this problem by Wolfe's method is:

c.  How is this tableau related to the Kuhn-Tucker conditions you stated in part (a)?
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An artificial variable is now inserted:

d.  Explain how the coefficients of the artificial variable are determined.

The artificial variable is next entered into the basis:

e.  Explain how the pivot row was selected.

A pivot is next performed in row 2 & column 1:

f.  Explain why (row 2, column 1)  was selected for the pivot.

The next pivot is performed in row 5 & column 4:
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g.  Explain why (row 5, column 4) was selected for the pivot.

After additional pivots, the tableau below was found:

h.  What are the optimal values for the original variables?  for the Lagrange
multipliers which you defined in (a)?

(3.)  Lagrangian Duality:  Consider the problem
Minimize  x2 + y2    subject to x+y=1
(note: no nonnegativity restrictions!)

a.  Sketch a very rough graph and indicate the optimal solution (x*,y*).
b.  Write the Kuhn-Tucker conditions for optimality.
c.  Check whether the optimum indicated in (a) satisfies the Kuhn-Tucker conditions.
d.  State the objective function of the Lagrangian dual problem (as a function of the

Lagrange multiplier l  alone.)  Is this function convex, concave, both, or neither?
e.  State the Lagrangian dual problem.
f.  Solve the Lagrangian dual problem.
g.  Is there a duality gap for this problem?

(4.) Linearly-constrained minimization:  Consider the problem
Minimize 3x2 + 2xy + y2 -30x -14y
subject to  x + y ≥ 3

2x - y ≥ 4
0 ≤ x ,   0 ≤ y ≤ 2

This problem was solved, using the GRG algorithm, which gave the following output:
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a.  Why was the partition of variables into "dependent" and "independent" variables
changed at the end of iteration #1?
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b.  At iteration #2, show how, once ∇f has been computed, the "reduced gradient" is
computed.

c.  Show how the search direction is computed in iteration #2, once the reduced
gradient has been computed.

d.  At iteration #3, why does the algorithm terminate?

(5.) Gradient Projection Algorithm:  Consider again the problem of #4:
Minimize 3x2 + 2xy + y2 -30x -14y
subject to  x + y ≥ 3

2x - y ≥ 4
0 ≤ x ,   0 ≤ y ≤ 2

This problem was also solved using the Gradient Projection Algorithm, which gave the
output below.  (Note that the upper bound on y is the third inequality constraint, while the
fourth & fifth inequalities of type ≥ are derived from the non-negativity constraints.)

a.  Explain how the matrix M is determined.
b.  Explain the purpose of the projection matrix P above, and its computation.
c.  What is meant by "releasing" a tight constraint? Why was a tight constraint
"released" in this case?

The output continues:
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d.  Show how P is computed.
e.  Explain how the search direction above is computed.
f.  Under what conditions will this algorithm terminate?

(6.)  Dynamic programming with quadratic criterial & linear dynamics:
Consider the problem

Minimize  (xo2 + 2yo2 + xo) + (2x12 - 0.5x1y1 + 2y12 + x1)

+ (2x22 - 0.5x2y2 + y22 + x2 + y2) + (x32 + y32 + x3 + y3) + x42

subject to
xt+1 = 0.9xt + yt - 1,  t=0,1,2,3
x0 = 10 (initial state)

The problem was solved by dynamic programming, with the results below:

Given the above data, the following vectors were computed:

Then, using x0=10, the following optimum was computed:
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a.  Compute the optimal cost, based upon the computed arrays (instead of substituting
the optimal solution into the original objective function!)

b.  What is the terminal state (x4) for the optimal solution?
c.  If the initial state were 9, rather than 10, compute the optimal cost if possible.  If not

possible, explain how one would use the APL code to compute it.

Suppose that the optimal solution were incorrectly implemented, because a value y0= -4
were mistakenly used for the initial decision.

d.  What value of the state variable x1 would result?
e.  What is now the best possible value for y1, the decision variable at the next stage?
f.  What is the minimum cost which can now be attained?

(7.) Posynomial Geometric Programming: Consider the problem
Minimize   1/(xy2z2) + 2z
subject to

   x3 + y2 + z ≤ 1
   x>0, y>0, z>0

a.  Write the dual of this geometric programming problem.
b.  What is its "degree of difficulty"?
c.  Write the separable, exponential form of the original primal problem.  Are the
Kuhn-Tucker conditions necessary for this problem?  Are they sufficient?

The results of the APL workspace GPLIB for this problem appears below.  (Note: in the
algorithm used, the usual "weight" wj for term j in posynomial k is found by wj=ρ jλk.)
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d.  What are the optimal values of x,y, &z?
e.  At the optimum, what fraction of the objective function is due to the first term?
f.  Given the dual variables appearing at the final iteration, together with the optimal
objective value, write the equations which would be solved to find x, y, and z.
g.  Suppose that the cost coefficient of the second term were to increase by 1% (from 2
to 2.02).  Estimate the increase in the optimal cost.  (Is this an under- or over-estimate
of the increase?)

(8.)  Signomial Programming:  Consider the problem
Minimize  y2z4 - 5x2
subject to

5x2/y2 ≤ 3z/y   - 2
x>0, y>0, z>0

a.  Formulate this as a standard signomial programming problem.
b.  Write the dual of this problem.  What is its "degree of difficulty"?
c.  Solve the dual by an appropriate method.
d.  Find the optimal primal solution.
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