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## 56:272 Integer Pgmg \& Network Flows

Final Exam -- December 16, 1993
Instructor: D. L. Bricker

Where possible, answer the questions in the space provided; if additional space is necessary, use the back of the exam page or attach a page.

## Do Part One ( 25 points), and four from Part Two ( 25 points each)

Score: Part One: I.
Part Two: II
III.
IV.
V.
VI.
VII. $\qquad$

Multiple Choice
Location on network (median)
Location on network (center)
Generalized assignment problem
Benders' decomposition
Integer LP Model Formulation
Lagrangian Relaxation

TOTAL:
(of 125 possible)

## 

## I. True/False

1. The quadratic assignment problem has terms involving $\left(\mathrm{X}_{\mathrm{ij}}\right)^{2}$ in the objective function.
2. Balas' implicit enumeration algorithm does not require multiplication or division.
3. The center location problem is to choose a facility location to minimize the distance to the farthest "customer".

- 4. The optimal objective function value for the median problem in a network is less than the optimal objective function value for the center problem.
- 5. A heuristic algorithm for a combinatorial problem does not guarantee an optimal solution.
___ 6. If the LP relaxation of an integer LP is infeasible, then the integer LP is infeasible.

7. If the LP relaxation of an integer LP has an integer solution, that solution is optimal for the integer LP.
8. For a minimization ILP problem, the LP relaxation provides a lower bound on the optimal value of the ILP.
9. For a minimization ILP problem, the LP relaxation cannot provide a better (i.e., larger) lower bound than a Lagrangian relaxation (for arbitrary values of the Lagrangian multipliers).
_ 10. For a minimization problem, each subproblem solution in Benders' decomposition algorithm is as low as or lower than previous subproblem solutions.
$\qquad$ 11. For a minimization problem, the optimal value of each master problem solution (when the master problem is optimized) is greater than or equal to the previous master problem solution.
_ 12. For a minimization problem, the optimal value of each master problem solution (when the master problem is optimized) is greater than or equal to the optimal value of the subproblem which follows.
10. For Lagrangian relaxation applied to the set covering problem, if all of the linear constraints are relaxed, the greatest lower bound which can be achieved is the same as the LP relaxation.
11. For Lagrangian relaxation applied to a minimization problem, the Lagrangian dual problem is a maximization problem.
12. In Gomory's fractional cutting plane algorithm, the number of rows in the LP being solved increases at every iteration.
13. In Gomory's fractional cutting plane algorithm applied to a minimization problem, the objective function decreases (or stays the same) at every iteration.
14. In Gomory's fractional cutting plane algorithm, after the first LP relaxation is solved, any later pivoting is done only on negative elements in the tableau.
$\qquad$
$\qquad$ 18. In the generalized assignment problem, there is a setup cost for each machine which is used.
15. The quadratic assignment problem is frequently used to assign facilities to locations where there is a specified flow between certain pairs of facilities and a cost of this flow which depends upon distances between the facilities.
_ 20. The constraints of the quadratic assignment problem and the linear (i.e., the "classical") assignment problem are identical.
16. The linear (i.e., the "classical") assignment problem is a special case of the generalized assignment problem.

- 22. Benders' decomposition method partitions the decision variables into two sets, whereas Lagrangian relaxation partitions the constraints into two sets.

23. The optimal values of the decision variables in the LP relaxation of the "Simple Plant Location Problem" are integer.
24. In both the "simple plant location problem" and the "k-median problem", it is assumed that a facility can supply an unlimited amount of goods to the customers.
25. The optimal value of the Lagrangian dual problem resulting from a Lagrangian relaxation of an ILP is equal to the optimal value of the ILP.

## 

II. The Median Plant Location Problem: Consider the network below, where the "weight" Wt $[\mathrm{i}]$ is the quantity to be delivered to city i:

a. Formulate the 3-median problem as a binary integer LP. (Be sure to state the definition of your decision variables.)
b. Can your ILP model in (a) be solved by Balas' Algorithm? Circle: Yes No If not, explain why:
$\qquad$
The addition/substitution heuristic was applied to try to find the 3-median set, giving the output below:

c. Four values are blanked in the output of the addition/substitution heuristic. What are these values? $\qquad$ (the result of the addition step for the 2-median)
C $\qquad$ (the cost of the set $\{\mathrm{A}, \mathrm{B}\}$ )
$\qquad$ (result of the addition step for the 3-median)
G. $\qquad$ (the cost of the set $\{\mathrm{D}, \mathrm{E}, \mathrm{F}\}$ )
d. What is the 3-median set found by the substitution step of this algorithm?
\{ __, , , __ \}
e. What is the cost of the set given in (d)?
f. What cities are served by each facility?

g. Suppose that the facilities are not required to be at nodes of the network, but could also be located anywhere on an edge. How would you solve the problem in this case?

III. Location of Center of Network Consider the undirected network below:
name $\qquad$

a. Find the vertex center for this network (with unweighted distances): City \# $\qquad$
b. Give a mathematical expression for the objective function which is being minimized in the problem of finding the absolute center of the network in terms of $d(x, k)$, the length of the shortest path from $x$ to city k.
c. Below is some output displaying a lower bound which may be computed for the center objective function on each edge. What is the missing value? $\qquad$

| Lower Founde on Local Edge-Cent |  |  |
| :---: | :---: | :---: |
| i | j | LE |
| 3 | 7 | 63 |
| 7 | 9 | 70.5 |
| 3 | 10 | 78 |
| 4 | 5 | 91.5 |
| 6 | 7 | 94 |
| 7 | 8 | 94 |
| $\underline{6}$ | 8 | 97.5 |
| 1 | 3 | 99 |
| 2 | 3 | 99 |
| 3 | 4 | 99 |
| 2 | 4 |  |
| 5 | 6 | 102.5 |
| 1 | 2 | 106 |
| 9 | 10 | 120 |

d. How many edges ( $\mathrm{i}, \mathrm{j}$ ) cannot be eliminated from consideration when searching for the absolute center?
$\qquad$ (Circle them in the table in (c).)
e. Below is information about the center objective function on the edge $(3,10)$. What are the three missing values?
$\qquad$

f. Sketch the center objective function on the edge $(3,10)$. How far from city \#3 is the edge center of $(3,10)$ ? $\qquad$
g. What is the objective function at the edge center of the edge $(3,10)$ ? $\qquad$
h. Given the information which you now have, could the edge center of $(3,10)$ possibly be the absolute center of the network? Circle: Yes No


IV. Generalized Assignment Problem: Consider the problem of assigning 6 jobs to 3 machines (each with limited capacity):

| Machine | Rezources Tzed |  |  |  |  |  | Available | Machine | osts |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Johe |  |  |  |  |  |  |  | Jobs |  |  |  |  |  |
| i | 1 | 2 | 3 | 4 | 5 | E | $\underline{1}$ | i | 1 | 2 | 3 | 4 | 5 | E |
| 1 | 18 | 22 | 24 | 21 | 24 | 16 | 20 | 1 | 10 | 18 | 11 | 17 | 24 | 13 |
| 2 | 23 | 21 | 18 | 15 | 24 | 6 | 27 | 2 | 11 | 20 | 25 | 24 | 18 | 13 |
| 3 | 15 | 21 | 14 | 15 | 13 | 14 | 36 | 3 | 23 | 11 | 17 | 18 | 18 | 19 |

a. Formulate this problem as a binary integer programming problem.
$\qquad$
b. Suppose that the machine capacity constraints are relaxed, using the Lagrangian relaxation method. The first 2 iterations of the subgradient optimization method to maximize the lower bound appears below, where the optimal value was estimated to be 120 , and a stepsize parameter was assigned the value 0.75 .

c. Several values have been omitted from the output. Compute their values:

d. Does this Lagrangian relaxation possess the "integrality property"? Circle: Yes No Why or why not?
e. What does your answer in (d) imply about the strength of the lower bound which can be obtained from this relaxation, compared to that of the LP relaxation?

V. Benders' Decomposition Algorithm for Plant Location: Consider the following randomly-generated problem in which demand in 8 cities is to be satisfied by building plants in one or more of four of the cities:
$\qquad$

a. State the mixed-integer programming formulation of the problem. How many continuous variables $(\mathrm{X})$ and how many binary (zero-one) variables $(\mathrm{Y})$ are required?
b. Give the expression for the optimal value as a function of Y , i.e. $\mathrm{v}(\mathrm{Y})$, expressed in terms of the variables X .

A trial solution was evaluated, in which plants 1, 2, 3, \& 4 are to be open. The result was:


Dpatimal Shi foments

〔Ibmand pt \#\#y is dumy demand for excess capacity.)
c. Is the optimal solution of this subproblem degenerate? Circle: Yes No Why or why not?

Next a suboptimal solution of the Master Problem is found:
$\qquad$

## Master Froblem

```
@zuhoptimized, i.E., z solution
    Y zuch that v(Y) < imambuent.)
Trial set of plants : -wmptys
with estimated cost
Current status ventore for Balas'
additive algorittm:
    j: % -1 -2 - -3 -4 -5
underline: 0 0 0 0 0
```

d. What is the value $\underline{v}_{1}(0,0,0,0,0)$ of the master problem objective which is blanked out above?

Using this solution of the master problem (which was sub-optimized), the subproblem, i.e. transportation problem, was next solved:

```
Submoblem Solution
Flants opened: ## -mmpy%
Uinimum trensport cost = 410000
Fixed cost of plants = 0
    Total = 410000
Generated support is aY+b, where
    a = -95000 -167000 -93000 -136000 -179000
    & b = 410000
Thiz iz support ## 2
Next the master problem is sub-optimized again:
```

Master Froblem
©suboptimized, i.E., a zolution y zucla
that $V(Y)-1$ ncmbent.
Trial set of plants: 345
with estimated cost
$\qquad$
Current status vectore for Belse'
additive algorithm:
$\begin{array}{lrrrrr}j: & -1 & -2 & 3 & 5 & 4 \\ r l i n e: ~ & 0 & 0 & 1 & 0 & 0\end{array}$

e. What is the value blanked out in the master problem solution above?
f. Suppose that node \#10 on the implicit enumeration tree above represents the master problem solution. Which nodes have already been fathomed? $\qquad$
g. Which variables have been fixed at node \#6? $\qquad$
h. After node $\# 10$ is fathomed, which node is considered next in the implicit enumeration?

Next the subproblem was solved, using the set of plants \{3, 4, 5\}:
$\qquad$

```
    Subproblem Solution
Flante opened: # 3 45
Minimum tranzport cost = 811
Fimed cost of plants = 12000
            Total = 12811
Genersted zupport iz aY+b, where
    \alpha=5000 3000 73104252 1504
    a b = -255
This is support \# 3
```

i. Suppose that we wish to estimate the cost of the proposal to open plants \#1, 3, 4, \&5.


Does this give us an over- or under-estimate of the cost? Could the set of plants $\{1,3,4,5\}$ possibly be optimal? Why or why not?


## VI. Integer Programming Models

1. Consider the street network below:


The postal service wishes to place the smallest number of mailboxes at intersections such that there is a mailbox at one or both ends of each of the eleven streets in the network. Define $Y_{i}=1$ if a mailbox is placed at node i, and 0 otherwise. Formulate the problem as an integer LP.
2. For the same network above, formulate an integer LP (defining $Y_{i}$ as before) to maximize the number of mailboxes such that no street has a mailbox at both ends.
3. Suppose that each street has length 1 . We wish to place exactly two mailboxes at the nodes, and to assign each of the nodes to a mailbox so that the distance from the farthest node to its assigned mailbox is minimized. Define $X_{i j}=1$ if node j is assigned to a mailbox at node $\mathrm{i}, 0$ otherwise. Formulate the problem as an integer LP.
$\qquad$
4. Which of the problems above ( 1,2 , and/or 3 ) are of the type known as set covering problems?

## 

VII. Lagrangian Relaxation: A small airline must schedule a departure from Cedar Rapids Airport to each of four cities: Des Moines, Minneapolis, Chicago, St. Louis. The available departure times are 1 $\mathrm{pm}, 2 \mathrm{pm}$, and 3 pm . The airline has only 2 departure lounges, and so at most two flights can be scheduled during a time slot. The airline estimates the following profits per flight (in hundreds of dollars) as a function of departure time:


Define decision variables $\mathrm{X}_{\mathrm{ij}}=1$ if flight to destination i is scheduled at time j , and 0 otherwise ( $\mathrm{i}=1,2,3,4 ; \mathrm{j}=1,2,3$ ).

1. Formulate the problem of maximizing profit as an integer LP.
2. Find a feasible solution to the problem. What is its profit? Is this an upper or lower bound on the optimal profit?
3. How would you apply Lagrangian relaxation to this formulation? (That is, select one or more constraints which you might relax.)
4. Assign a value of 5 to each Lagrange multiplier, and demonstrate how you would solve the Lagrangian relaxation.
5. What is the bound on the profit provided by this solution of the Lagrangian relaxation? Is it an upper or lower bound?
6. Is the solution found in (4) feasible? If not, demonstrate how you would adjust the multipliers so as to improve the bound found in (5) and/or improve feasibility.
7. Modify your formulation to handle the following conditions. (Define any additional decision variables which you might find necessary.)
a. Flights to Chicago and St. Louis cannot depart during the same time slot.
b. The flight to Des Moines should depart before the flight to Chicago.
c. There is a cost of 1 for each time slot in which one or more departures are scheduled.
