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56:272 Integer Pgmg & Network Flows
Final Exam -- December 12, 1990

Instructor:  D. L. Bricker
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Answer 1 (out of 2) of PART ONE, plus 3 (out of 4) questions from PART TWO.

PART ONE ______ 1. Traveling salesman problem
______ 2. Assignment  problem

PART TWO ______ 3.   Gomory's cutting plane algorithm
______ 4. Benders' partitioning algorithm
______ 5. Generalized assignment problem
______ 6. Location problem in network

❑ ❑ ❑ PART ONE ❑ ❑ ❑

(1.)  Traveling Salesman Problem  Consider the 5 cities below, which are each to be
visited by a vehicle which will begin and end its route at city #1.  (Warning: the horizontal &
vertical axes  are scaled differently!)

a.   Apply the nearest neighbor heuristic (starting at node 1) to the problem.  What is
the length of the tour?

b.   Find the minimum spanning one-tree of the nodes above (letting node #1 be the
"root" node).  Is it a tour?

c.  Assign vertex penalties and perform one iteration of the vertex penalty method,
using a "unit penalty" of 10.   Does it result in a tour?  (Indicate the result below.)
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d.  Explain how the vertex penalty method may be interpreted as a Lagrangian
relaxation method for the traveling salesman problem.  What constraints are being
"relaxed"?  What is the objective function of the Lagrangian relaxation?

e.  Perform a second iteration of the vertex penalty method.  Is the result a tour?

f.  Based upon your answers above, state an upper and a lower bound on the length
of the optimal tour.

g.  Suppose that the Hungarian algorithm were applied to the distance matrix of a TSP.
Does the solution always satisfy the constraint relaxed in (d)?
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(2.)  Assignment Problem:  Consider the problem of assigning 5 jobs to 5 machines,
with the following cost matrix (where the element in row i & column j is the cost of
assigning job i to machine j) :

a.  Formulate this problem as a binary integer LP.

b.  If you apply the simplex algorithm to the LP relaxation of this problem, are you
guaranteed of obtaining an integer solution?     Why?

c.  How many basic variables does the LP relaxation of this problem have?  How many are
positive at the optimum?  Such a basic solution of an LP has the property called
________________.

d.  Apply the row reduction step of the Hungarian algorithm to this matrix, and then the
column reduction step, completing the matrices below

e.  Check the resulting matrix for optimality.  Are any further steps required?  If so, perform
them.  If not, what is the optimal solution?
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f.  Write the dual constraints of the LP relaxation of the assignment problem.   Show that the
values by which the rows & columns were reduced in (d) satisfy these constraints, and the
complementary slackness conditions.

g.  How do the generalized assignment problem and the quadratic assignment problem
differ from the assignment problem such as was solved above?  (How do the models
differ mathematically?  Describe differences in the applications which the three
formulations might model.)

❑ ❑ ❑ PART TWO ❑ ❑ ❑

(3.)  GOMORY'S FRACTIONAL CUTTING-PLANE ALGORITHM
Consider the problem:

Maximize   3 X1 -  X2
subject to  3 X1  - 2 X2 ≤ 3
                  5 X1  +  4 X2 ≥ 10

     2 X1 + X2 ≤ 5
                  X1, X2 ≥ 0 & integer

After adding slack & surplus  variables X3 , X4 and X5, and solving the LP relaxation, we
get the optimal tableau:

a.  A constraint was added to the problem to exclude this optimal LP solution without
excluding any integer feasible solution, using row #4 as the "source row":
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What is the value which is blocked out above?  a = ____________________

b.  Te constraint in (a) may be expressed in terms of the original variables X1 & X2:

 i.e.,  2X1 - X2 ≤ b = ______________________

We next append the new constraint to the tableau above:

and perform a dual simplex pivot to regain feasibility:

(c.)  What are the values blanked out in the tableau above?
c = ___________, d= __________

(d.)  Why is the dual, rather than the primal (i.e., the ordinary) simplex method used to
re-optimize after adding the new constraint?
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(4.)  Benders' Decomposition Algorithm for Plant Location:  Consider the
following randomly-generated problem in which demand in 8 cities is to be satisfied by
building plants in one or more of four of the cities:

(a.)  State the mixed-integer programming formulation of the problem.  How many
continuous variables (X) and how many binary (zero-one) variables (Y) are required?

(b.)  Give the expression for the optimal value as a function of Y, i.e. v(Y), expressed
in terms of X.

A trial solution was evaluated, in which all four plants are to be open.  The
result was:
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(c.)  What are the values of the two coefficients of the linear support which are blanked
out above?
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(d.)   Why is the dual solution not unique?  How might additional linear supports be
computed, using this fact?

(e.)   Why is the solution to the transportation problem labeled as "degenerate"?

Next the Master Problem is solved:

Using this solution of the master problem (which was sub-optimized), the
subproblem, i.e. transportation problem, was next solved:

(f.)  What are the two values blanked out above?

Next the master problem is sub-optimized again:

(f.)  What is the value blanked out above?

(g.)  Sketch the enumeration tree, showing the node corresponding to the solution of
the master problem above, and indicate parts of the tree which have been fathomed.
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Next the subproblem was solved, using the set of plants {1, 3, 4}:

(h.)  Can Benders' algorithm be terminated at this iteration?  Explain why or why not.

(i.)  Suppose that we wish to estimate the cost of the proposal to open plants
#2,3,&4.  How can this be done using     v    3?  Does this give us an over- or under-
estimate of the cost?  Could this set of plants possibly be optimal?

(j.)  Suppose at some node of the enumeration tree, the "status vector" J is {    2    , -1,     4    }.
What would be the next node to be considered if this node is fathomed?  (Give the
value of J.)

(5.)  Generalized Assignment Problem:  Consider the problem of assigning 4 jobs
to 3 machines (each with limited capacity):

a.  Formulate this problem as a binary integer programming problem.

b.  Suppose that the capacity constraints are relaxed, using the Lagrangian
relaxation method.  The first 3 iterations of the subgradient optimization method to
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maximize the lower bound appears below, where the value of a feasible solution
was found to be 56, and a stepsize parameter was assigned the value 0.75.

c.  Several values have been omitted from the output.  Compute their values:
a.  _______________  (cost coefficient of the Lagrangian relaxation)
b.  _______________  (cost coefficient of the Lagrangian relaxation)
c.  _______________  (the value of the dual objective function, i.e., the lower bound.)
d.  _______________  (the value of the third Lagrangian multiplier)
e.  _______________   f. _______________  g. ________________

(the subgradient of the dual objective fn.)

d.  Does this Lagrangian relaxation possess the "integrality property"?  Why or why not?

e.  What does your answer in (d) imply about the strength of the lower bound which can be
obtained from this relaxation?
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(6.)  The Median Plant Location Problem:  Consider the network below:

Floyd's algorithm was applied to find the following matrix of shortest path
lengths (and the predecessors of nodes on the shortest paths):

Then the matrix of weighted shortest path lengths was computed:
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a.  Formulate the 3-median problem as a binary integer LP.

The addition/substitution heuristic was applied to try to find the 3-median set,
giving the output below:
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b.   Four values are blanked in the output of the addition/substitution heuristic.  What are
these values? a.  ____________  (the cost of the 1-median set {2})

b.  ____________  (the facility added to the 1-median set {2} )
c.  ____________  (the cost of the set of facilities: 2, 7, &4)
d.  ____________  (the facility substituted for #2)

c.  Find the vertex center for this network (with unweighted distances).

d.  Define the objective function which is being minimized in the problem of finding the
absolute center of the network.

e.  Below is some output displaying a lower bound which may be computed for the center
objective function on each edge.  What is the missing value?

f.  Which edges can be eliminated from consideration when searching for the absolute center?

g.  Below is information about the center objective function on the edge (1,3).  What are the
three missing values?
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h.  Sketch the center objective function on the edge (1,3).  What is the edge center of the edge
(1,3)?


