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Interactive Virtual Endoscopy in Coronary Arteries
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Abstract— A novel approach for platform-independent virtual
endoscopy in human coronary arteries is presented in this pa-
per. It incorporates previously developed and validated method-
ology for multi-modality fusion of two X-ray angiographic images
with pullback data from intravascular ultrasound (IVUS). These
modalities pose inherently different challenges than those present
in many tomographic modalities that provide parallel slices. The
fusion process results in a three- or four-dimensional (3-D/4-D)
model of a coronary artery, specifically of its lumen/plaque and
media/adventitia surfaces. The model is used for comprehensive
quantitative hemodynamic, morphologic, and functional analy-
ses. The resulting quantitative indices are then used to supple-
ment the model. Platform-independent visualization is achieved
through the use of the ISO/IEC-standardized Virtual Reality Mod-
eling Language (VRML). The visualization includes an endoscopic
fly-through animation that enables the user to interactively select
vessel location and fly-through speed, as well as to display image
pixel data or quantification results in 3-D. The presented VRML
virtual-endoscopy system is used in research studies of coronary
atherosclerosis development, quantitative assessment of coronary
morphology and function, and vascular interventions.
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I. I NTRODUCTION

COMPUTER-BASED visualization methods are gaining
importance in the presentation of complex medical im-

ages and quantitative data. One of these techniques,virtual
endoscopy, has been the foundation of a number of recently
proposed systems. The major advantage of virtual endoscopic
approaches is the visualization of tubular structures from the
inside through a computer simulation derived from patient-
specific anatomical data. Examples of typical applications of
virtual endoscopy include virtual colonoscopy [1]–[4], virtual
bronchoscopy [5], [6], and virtual angioscopy in the aorta [7]
or hepatic vessels [8]. These methods are usually based on ei-
ther X-ray computed tomography (CT) or magnetic resonance
(MR) imaging modalities. In contrast, the established imag-
ing modalities used for coronary arteries are X-ray angiography
and intravascular ultrasound (IVUS) [9], which do not provide
volumetric data in parallel slices. As a result, the arterial mod-
els obtained from these modalities require inherently different
virtual-endoscopy methods than CT or MR. To the extent of our
knowledge, there is no self-contained virtual-endoscopy system
available that provides interactive and platform-independent vi-
sualization of coronary arteries derived from biplane angiogra-
phy and IVUS data.

Coronary atherosclerosis involves progressive plaque devel-
opment in the arteries, which is usually treated by percutaneous
transluminal angioplasty (PTCA) and stenting. In coronary
artery diseases, selective X-ray angiography is the method of
choice for diagnosis and intervention. However, single-plane
angiography allows only a limited analysis of the vessel lu-
men by quantitative coronary angiography [9], [10], and anal-
yses from biplane angiography result in elliptical approxima-
tions of the lumen shape [11]. Attempts to achieve further re-
finement of the lumen shape based on X-ray densitometry have
shown to be successful in larger vessels (e.g., iliac arteries [12]
or ventricles [13]) and were also reported in coronary arteries
[14], [15]. Substantially more detailed cross-sectional informa-
tion (including plaque and vessel wall areas) can be obtained by
IVUS, an established complement to X-ray angiography [16].

Conventional three-dimensional (3-D) reconstructions from
IVUS stack the frames as acquired during the catheter pullback
to form a straight volume, thus completely neglecting the ves-
sel curvature. To overcome this limitation, we have developed
a comprehensive system forfusionof the IVUS data with the
pullback path determined from X-ray angiography, as previ-
ously documented in [17]–[20]. We have shown that the fu-
sion of X-ray angiograms and IVUS images allows a recon-
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struction of the morphologically realistic 3-D geometry of a
coronary vessel (Fig. 1) and its four-dimensional (4-D, i.e., 3-
D plus time) motion during a cardiac cycle [21]–[23]. Appli-
cations for these models are numerous and include: computa-
tional hemodynamics to calculate wall shear stress [24]–[28];
analyses to determine the correlation between vessel curvature
and circumferential plaque distribution [29], [30]; and simula-
tion of intravascular procedures, such as brachytherapy [31]–
[33]. These applications all help understanding the mechanisms
of arterial plaque development or treatment and their relation-
ships to hemodynamics and morphology. Thorough investiga-
tion of these relationships is the major motivation for our on-
going research. This includes the determination of complex
hemodynamic and morphologic indices as well as the interac-
tive presentation of the results in an intuitive way. Virtual en-
doscopy provides a superior tool for visual evaluation of the
vast amount of quantitative data within the context of the ac-
tual patient anatomy. In this way, associations can be made in
ways that were not previously possible using standard charts
and static models.

Three-dimensional virtual endoscopy from the fusion of
IVUS and X-ray angiography is similar to 3-D virtual en-
doscopy from parallel CT or MR slices in that the correct ves-
sel centerline and correct vessel surfaces must be found [2], [4].
However, IVUS images are acquired almost perpendicularly to
the vessel centerline, thus simplifying surface generation and
fly-through trajectory calculations. On the other hand, the 3-D
reconstruction from biplane angiographic projections and the
fusion with the IVUS data to obtain the 3-D contours along the
catheter path is a complex task [17]–[20]. Our approach com-
bines and integrates the 3-D fusion methodology with the quan-
titative evaluation to form a comprehensive 3-D/4-D model,
and provides a new self-contained and platform-independent
tool for visualization of the resulting model through virtual en-
doscopy. The ISO/IEC-standardizedVirtual Reality Modeling
Language(VRML) [34]–[37] has been used to describe the 3-
D models and to present them interactively. To increase flex-
ibility in interaction, VRML allows the encapsulation of Java
or JavaScript nodes [34]. This concept was utilized to build a
generic virtual-endoscopy VRML library [38] that, in general,
can be applied to any 3-D data.

Section II describes the methodology developed to obtain and
to visualize the 3-D model: the data acquisition and fusion pro-
cesses; the representation of the IVUS pixel data in VRML; the
inclusion of quantitative results from hemodynamic and mor-
phologic analyses; the determination of the fly-through trajec-
tory in the arterial model; and the graphical user interface, along
with its implementation in VRML; as well as the patient pop-
ulation utilized for the presented in-vivo studies. Section III
provides results from the underlying fusion and quantification
components in two application examples, and details on the per-
formance of the endoscopic-visualization system, followed by
the discussion and conclusion in Sections IV, V.

II. M ETHODS

A schematic overview of the individual parts of the fusion,
analysis, and visualization system is given in Figure 2. This
paragraph will provide a short summary, whereas the following

subsections present the individual components in more depth.
The fusion subsystem, detailed in Fig. 3, generates a single
3-D model (or a set of 3-D models in the 4-D case [22]) de-
rived from biplane angiography and intravascular ultrasound. It
maps the 2-D frames into 3-D space along with the 3-D coordi-
nates of the segmented contours. Quantitative analyses can be
performed on these data by the respective subsystems, provid-
ing one or more values from quantitative measurements at each
vertex point. These values are then used to supplement the 3-D
model, thus to allow a point-to-point correspondence between
any given border location and the respective hemodynamic and
morphologic indices. The frames and contours are used to au-
tomatically create a VRML scene, with the results of the quan-
titative analyses included as a color coding of the generated 3-D
surfaces. The colormap can be chosen individually and adapted
non-linearly to any given range of quantification units. To facil-
itate virtual endoscopy on the reconstructed and annotated 3-D
model (Figs. 4, 5), a fly-through path is calculated to describe
the movement pattern of a virtual observer within the scene,
and the VRML code is linked to a comprehensive VRMLEx-
ternal Prototype Library[34], [35], [38]. Our library provides
the necessary functionality for the endoscopic mode, including
a graphical user interface for navigation through the vessel.

Subsections II-A to II-C describe the process of generating a
spatial model of the coronary arteries, whereas subsections II-D
to II-F present the details on the realization and the user inter-
face of the virtual-endoscopy system as implemented through
the developed VRML library. The patient data utilized for the
in-vivo studies are introduced in subsection II-G.

A. Data Acquisition and Fusion Process

The image acquisition consists of two components: an IVUS
pullback of up to 240 sec at 0.5 mm/sec constant motorized
speed, and a pair of angiographic images. The angiograms
are acquired with 50%-diluted contrast dye, showing both the
IVUS catheter in its most distal location as well as the outline of
the vessel lumen [17]–[20]. The angiographic imaging protocol
ensures that ambiguities introduced by excessive foreshortening
or vessel overlap are minimized in order to obtain an optimum
3-D reconstruction of the catheter path [39],[40]. During imag-
ing, no manual interaction with either IVUS or angiographic
devices is allowed to avoid distortions from table movement or
catheter shifts. The subsequent fusion process is based on pre-
viously developed methodology [17], [18] and consists of the
following sequence of tasks (Fig. 3):

1) acquire IVUS and angiographic data;
2) sort IVUS and angiographic data by the heart phase;
3) segment data for vessel and tissue structure;
4) determine 3-D location for each segmented point in each

selected heart phase;
5) use resulting 3-D or 4-D data for quantitative analysis.
To obtain a correct model from in-vivo patient data, it is es-

sential that the data are sorted correctly by the heart phase with
respect to the electrocardiogram (ECG) [22]. The DICOM stan-
dard [41] has been used as an archiving medium, since it pro-
vides the means to store the ECG signal as well as acquisition
parameters (imaging geometry, frame rate, and field of view)
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along with the image data [9]. It has to be kept in mind that,
due to the triggered acquisition during the continuous pullback,
IVUS frames are only acquired at specific time instances dur-
ing each heart cycle, thus the sampling along the vessel axis is
rather sparse.

The catheter path and the outline of the vessel lumen are
extracted semi-automatically from the angiograms, providing
the pullback trajectory and a reference for the fusion process.
The IVUS data are segmented to obtain the lumen/plaque and
media/adventitia contours [19]. Well-established graph-search-
based segmentation methods, which were fine-tuned for the
specific image data, are used [9]. The fusion process itself con-
sists of identifying the location of each IVUS frame in each
phase, followed by the determination of the orientation of the
frame in 3-D space in a two-step non-iterative statistical ap-
proach based on differential geometry [17], [18]. In the first
step, the axial twisiting of the catheter is determined using an
analytical (Frenet-based) model, which provides therelative
changes in orientation from frame to frame. In the second step,
the overallabsoluteorientation of the frame set is determined
by mapping the outline of the vessel with the contours of the
IVUS frames in 3-D. The output of the fusion system consists
of the 3-D catheter path, a 2-D to 3-D mapping for each IVUS
frame, and 3-D tubular models for the two contours (Fig. 3). In
the 4-D case, each component is generated for every selected
heart phase. Sorting of the continuous IVUS pullback by heart
phase results in 6–10 frame sets, each representing a single
phase. The 3-D models are reconstructed individually per phase
using the fusion system, and intermediate phases are interpo-
lated using cubic splines, thus yielding the final 4-D model.

B. Modeling of the IVUS Pixel Data

Figure 5(a) shows a semi-transparent representation of the
raw IVUS data that can be included in the scene. Considering
that the pixel data from all frames can be represented as a vol-
ume, volume-rendering approaches could be used for visualiza-
tion. For example, we have introduced theEnergy-Complement
Projection [42] for ray casting in IVUS data. However, a
volume-rendering implementation in VRML and JavaScript
would have had a negative impact on performance. The main
reason is the lack of (or at least reduced) hardware accelera-
tion for such an implementation. Therefore, the fully hardware-
supported two-dimensional (2-D) texture-mapping capabilities
of VRML were utilized to implement a 3-D texture-mapping
approach. Similar approaches to render a 3-D volume as a set
of 2-D surfaces have been reported before [43] and have been
shown to perform better in terms of rendering speed than true
volume-rendering approaches [44]. Each pixel is associated
with its own opacity value, which can be directly encoded in
the VRML PixelTexturenode. Thus, the pixel data are repre-
sented as 2-D planes in 3-D space, modeling each IVUS frame
and its texture-mapping information [38].

Pixel opacity is based on the location of the pixel within the
image as well as its gray value. Structures not related to the
vessel wall or plaque should not be visible. This is achieved
by masking the image, which in the simplest case excludes an
area defined by a fixed ring around the catheter location. A
more sophisticated masking can be applied by using the IVUS

segmentation information, thus excluding the lumen from be-
ing visible and removing any echoes beyond the external lam-
ina. The excluded pixels are encoded with zero opacity (thus,
full transparency) and allow an unobstructed view through the
frame at the specified location. For the remaining data, a speci-
fiable gray-value range[vmin · · · vmax] is mapped linearly to the
opacity values[0 · · · 255] for each pixel. For example, a bright
echo may indicate a calcification and would be encoded with
a high opacity value. On the other hand, dark portions of the
image may indicate the lumen of another vessel or other struc-
tures not providing an echo and would therefore have a lower
opacity. Note that the masking of the image is for obtaining a
better visualization result only, it does not affect performance
since the number of pixels to be processed remains unchanged.

C. Hemodynamic and Morphologic Data

Once the 3-D model is created, it can be used to quan-
tify hemodynamic parameters (such as local wall shear stress)
and morphologic parameters (such as plaque thickness or vol-
ume and local curvature) in vessel segments between major
branches. These parameters are highly relevant to determine the
relationships between vessel geometry, wall-shear stresses, and
the resulting plaque development. Since detailed descriptions
of how these parameters are obtained were previously provided
elsewhere [22], [23], [30], only a brief summary is given here.

For the determination of the wall shear stress, a finite-
element mesh is created from the 3-D contour data, repre-
senting the vessel lumen. Structured radial and – more re-
cently – unstructured tetrahedral meshes are used. For analyses
performed at our institution, the U2RANS [45] computational-
fluid-dynamics system is utilized, which was developed at the
University of Iowa Institute of Hydraulic Research and is suit-
able for moving-grid simulations in 4-D. Further analyses were
performed in close collaboration with the Brigham & Women’s
Hospital and the Northeastern University in Boston, MA [27],
[28]. The resulting shear stress data at the lumen/plaque inter-
face are extracted and mapped onto the original lumen-contour
data (Fig. 5).

Morphological analyses are used to correlate circumferen-
tial plaque distribution with vessel geometry (e.g., curvature).
While the determination of the plaque thickness is straightfor-
ward, a localcurvature indexκidx has been defined that com-
bines the magnitude of the local curvature with the circumfer-
ential position of a specific contour point [Fig. 6(a,b)]. Fol-
lowing the hypothesis that plaque tends to accumulate on the
inner bend of a curved vessel (inner curvature) rather than on
the outer bend (outer curvature), our aim was to identify the
frequency of vessel regions for which high plaque accumula-
tion coincides with locations at the inner curvature of the vessel
and vice versa. These regions are marked in blue in Fig. 6(c).

The resulting data yield one or more values for each point of
the reconstructed 3-D model. These values are used to build a
colormap for visualization which, depending on the application,
can either be defined per vessel or over a set of patients to allow
inter-patient comparison. For each parameter (i.e., shear stress,
curvature index, plaque thickness), a histogram is created over
the set of vessels. The parameter values at the 2nd, 15th, 50th,
85th, and 98th percentiles are utilized to fit a piecewise cubic
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function onto the histogram. A lookup table is generated for
256 value ranges based on this function. Then, the color scale
of choice (rainbow, blue–red, grayscale, etc.) is applied to the
lookup table, yielding the final color distribution.

D. Computation of the Fly-Through Trajectory

In VRML, the fly-through path has to be calculated as a se-
quence of viewpoints through the observed vessel. Each of
those viewpoints is defined by a position and an orientation.
The first subsection presents the general definition of the orien-
tation parameter, which is represented by a rotation of the ob-
server’s local coordinate system around an arbitrary axis. The
second subsection shows the actual determination of the axis
and the angle to obtain an appropriate orientation of the ob-
server within the vessel.

The remainder of this section uses the following notation:
R indicates 3×3 rotation matrices, either by an angleα, β, γ
around vectors~xe, ~ye, ~ze representing thex, y, z-axes in the Eu-
clidean space; or by an angleϕ around an arbitrary axis~r. Any
pointPi of the fly-through trajectory is uniquely identified by a
vector~pi = [xi, yi, zi], wherei is the frame index in the order
of acquisition from distal to proximal. Vectors~xi, ~yi, ~zi repre-
sent the local viewing coordinate system associated with point
Pi. All coordinate systems are right handed.

1) Rotations in VRML: Conventionally, 3-D rotations are
expressed with reference to the three major axes in space, i.e.,

Rx(α) =


 1 0 0

0 cos α − sin α
0 sinα cos α




Ry(β) =


 cos β 0 sinβ

0 1 0
− sin β 0 cos β


 (1)

Rz(γ) =


 cos γ − sin γ 0

sin γ cos γ 0
0 0 1




In contrast, VRML uses a generalized definition with a single
rotationRr(ϕ) by an angleϕ around an arbitrary axisr. This
“axis-and-angle” definition is widely used in VRML and is also
well-known from robotics [46]. Using the definitions in Eq. (1),
Rr(ϕ) can be represented as a chain of five rotations:

Rr(ϕ) = Rx(−α) Ry(β)
× Rz(ϕ) (2)

× Ry(−β) Rx(α)

where the first two rotations align ther-axis with thez-axis
by rotation around thex- andy-axes byα andβ, respectively;
the third component represents the actual rotation byϕ, now
around thez-axis; and the last two components are the inverses
of the first two rotations to compensate for the alignment step.
As shown in [46],α andβ can be obtained directly from the
[rx, ry, rz] components of~r, which is the unit vector defining
the positiver-axis:

sinα =
ry√

ry
2 + rz

2
(3)

cos α =
rz√

ry
2 + rz

2

sinβ = rx (4)
cos β =

√
ry

2 + rz
2

2) Calculation of the Viewpoints:The position and the ori-
entation of a VRMLViewPoint node can be expressed as a
triplet (~p, ~r, ϕ) containing a position vector~p, a rotation axis
~r, and a rotation angleϕ in a right-handed coordinate system.
The initial viewing direction is along the negativez-axis (Fig. 7)
[34], [35]. Thus, the problem of determining the orientation of
an observer for a given path in[x, y, z] coordinates is actually
the reverse of the description in Section II-D.1.

For each pointPi of the trajectory, the respective(~pi, ~ri, ϕi)
have to be calculated. The vectors~pi can be directly derived
from either the catheter location for framei (to follow the
catheter path), or from the centroid of the segmented lumen
contour (to follow the vessel centerline). The first method is
the default and usually leads to a smoother animation due to the
stiffness of the catheter. For the orientation, the rotation axis~ri

and the angleϕi are calculated as:

~di = ~pi+1 − ~pi

= [ (xi+1 − xi) , (yi+1 − yi) , (zi+1 − zi) ] (5)

= [ dxi
, dyi

, dzi
]

−~zi =
~di

‖~di‖
(6)

~ri =
−~ze ×−~zi

‖−~ze ×−~zi‖ (7)

=




 dyi√

dxi

2 + dyi

2


 ,


 −dxi√

dxi

2 + dyi

2


 , 0




cos ϕi = −~ze · −~zi = −
(

dzi

‖~di‖

)
(8)

where~pi and~pi+1 are the position vectors ofPi and the next
pointPi+1 of the trajectory path;~di is the direction vector from
point Pi to Pi+1; −~zi is the desired viewpoint direction, with
−~ze = [0, 0,−1] indicating the initial view (Fig. 8). Note that
thez-component of~ri is always zero, thus the axis of rotation
is in thex/y plane. This results from the inherent ambiguity of
the axial orientation of an IVUS frame [17], [18]. The model
described above does not consider the absolute orientation of
the IVUS catheter in 3-D space and ignores the second angle
in Eq. (2), thereby only modeling angleα in Eq. (3) with a
constantβ. Consequently, the definition of “up” in the image
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will always be the same for each given viewing direction−~zi.
Combining Eqs. (2) and (7), the rotation axis~ri can also be
defined as a rotation of the default VRML view-up direction~ye

by an angleδi derived fromαi as follows:

~ri = ~ye ×Rz(δi)

with δi = αi − π

2
(9)

and βi =
π

2

If it is desired that the fly-through trajectory accurately repre-
sents the absolute orientation of the IVUS catheter during pull-
back, the set of equations would have to be extended by an ax-
ial correction angle around−~zi to align the local coordinate
system with the frame orientation determined during the fusion
step (Sec. II-A).

A special case exists at the end of the fly-through trajectory,
because there is no pointPi+1 for the final pointPi with i =
(n− 1) in a set ofn points{P0 · · · Pn−1}; therefore,

~rn−1 = ~rn−2 (10)
ϕn−1 = ϕn−2

are assumed, thus yielding a viewpoint definition for allPi.

E. Three-Dimensional Graphical User Interface

After startup, the initial scene shows the vessel in a frontal
view, and indicates the location of the endoscopic observer by a
pyramid representing the observer’s eye and viewing direction
(Fig. 4). The user can switch between several different repre-
sentations (e.g., just the semi-transparent IVUS frames in their
correct orientations and locations, the lumen surface with or
without the frames, or the surface with the color-coded quan-
tification results) and can enter or exit the endoscopic view at
any time.

While the initial viewpoint allows the handling of the scene
as with any other VRML world, the endoscopic view requires
more sophisticated features for navigation. An automated fly-
through with variable speed and an arbitrary positioning within
the vessel cannot be accomplished by the standard VRML an-
imation nodes alone. Another design challenge is the presen-
tation of the control panel itself, which should be available on
demand, but must neither obstruct any vessel features when not
needed, nor reduce the viewport for the scene.

We solved the control-panel problem by putting the panel
within the endoscopic scene itself, attached to the virtual ob-
server similarly to how eyeglasses would fit a real observer.
Figure 9 depicts the appearance of the control panel when acti-
vated. Since the control panel moves in 3-D with the observer,
it seems to be at a constant location from the user’s point of
view. The control panel is switched off by default, but can be
activated by clicking on an invisible object in the scene (proxy
shape) directly in front of the observer. A nested set of these
(invisible) proxy shapes is placed in front of the observer, as
Fig. 10 shows from a side view. Note that only those 3-D shapes
which allow the manipulation of the scene are visible, and only

if and when desired by the user. Once the user moves the mouse
outside of the central proxy shape to the outer one, the control
panel disappears to allow an unobstructed view of the scene.

The control panel provides the following features to manipu-
late the scene (Fig. 9):

• With thePROX andDIST buttons, the viewing orientation
of the observer can be changed to the proximal direction
or to distal direction, respectively.

• The upper slider indicates thespeedof the virtual observer
in either the proximal or the distal direction; the observer
does not move when the sphere is in the center. Clicking
theSTOP button above the slider stops any motion of the
virtual observer.

• The lower slider indicates the currentlocation of the vir-
tual observer; it moves whenever the observer is moving,
or it can be dragged directly to any location.

• TheIVUS button switches the panel into a different mode,
where the IVUS frame corresponding to the current loca-
tion is shown; with two arrows buttons, the user can move
in either the proximal or the distal directions on a frame-
by-frame basis.

• The VIEW button switches the vessel representation, as
was described above.

• TheEXIT button will change the scene to a viewpoint out-
side of the vessel and will leave the endoscopic mode, re-
activating the browser’s control panel.

F. Generic VRML External Prototype Library

The right-hand side of Fig. 2 shows a hierarchy of several
VRML worlds. To allow efficient reuse of common VRML
and JavaScript code for all generated scenes, and to effectively
minimize the size of the VRML files, a genericExternal Pro-
totype Librarywas developed, the mechanism for which is de-
fined in the standard [34], [35]. Our prototype library is shared
by all endoscopic scenes. The VRML worlds are created semi-
automatically from the 3-D frames and contours generated by
the fusion system, and the worlds are cross-linked with the pro-
totype library. The main effort by the user is the specifica-
tion of the visualization options (e.g., which combinations of
representations are desired, and which colormap is applied to
which quantitative parameter). While the automatically gen-
erated VRML worlds describe the vessel geometry and fly-
through path, the necessary logic and controls are implemented
in the prototype library. A detailed description of this library
and the VRML worlds is given in [38]. The following list sum-
marizes the core functions of the five different node prototypes
that were implemented in the library:

• EndoscopyInterpolator: defines and controls the fly-
through trajectory by combining the VRMLPositionInter-
polator andOrientationInterpolatornodes. The location
can either be explicitly set using the slider of the control
panel from theEndoscopyObservernode, or the internal
TimeSensorcan be activated for a continuous fly-through
scene.

• EndoscopyObserver:provides the 3-D user interface and
shares the same coordinate system as the endoscopicView-
point node, which in turn is manipulated by theEn-
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doscopyInterpolatornode. Together, theEndoscopyOb-
serverandEndoscopyInterpolatornodes provide the core
functionality for the fly-through animation and control.

• EndoscopyNavigator:takes care of the actions necessary
when entering the endoscopic mode: The lighting scheme
is changed from the directional headlight to a point light
at the location of the observer, and the browser controls
are switched off to prevent interference with the controls
of theEndoscopyObservernode.

• EndoscopyObjSwitch:alternates between the different
vessel representations, either requested by clicking on the
currently visible VRML object or theVIEW button of the
endoscopic panel.

• EndoscopyObjInclude: exists for each external static
VRML world (e.g., IVUS frames, vessel wall surfaces,
color-coded surfaces). It implements an extension of the
VRML Inline node by enabling the switching of its visi-
bility.

G. In-vivo Patient Data

In-vivo data were acquired from patients undergoing routine
diagnosis and intervention at the University of Iowa Hospitals
and Clinics; at Brigham & Women’s Hospital in Boston, MA;
at the University of Chicago, IL; and at the University of Es-
sen in Germany. At the University of Iowa, a biplane Philips
Integris BH–5000 device (Philips Medical Systems, Best, The
Netherlands) was utilized. Angiographic data were exported in
DICOM format. IVUS data were acquired with a ClearView
ultrasound system (Boston Scientific, Boston, MA) using 30-
or 40-MHz rotating-transducer catheters, recorded on and dig-
itized from S–VHS tape. Motorized continuous pullback was
used at the speed of 0.5 mm/sec. Similar setups were used at
the collaborating sites, with single-plane angiographic systems
in Boston and Chicago. To date, in-vivo data from a total of
62 patients were acquired and used in this ongoing study.

Complete end-diastolic 3-D analyses (including fusion, cal-
culation of wall shear stress, and morphologic analysis for
plaque thickness and local curvature) currently exist for 37
coronary segments ranging 41.9–122.5 mm in pullback length
(14 right coronary arteries, 13 left anterior descending arteries,
and 10 left circumflex arteries). Four-dimensional models were
generated in three pullbacks, and eight patients were selected
for an intravascular-brachytherapy study [33].

III. R ESULTS

A. Studies of Hemodynamic Effects of Coronary Interventions

In the set of 62 patients available thus far, 12 patients un-
derwent IVUS imaging both prior and after PTCA and stent-
ing. An example is shown in Fig. 11 with a pullback length
of 54.8 mm. Of special interest in these patients are the
hemodynamic changes between the pre- and post-interventional
vessel geometries. As can be seen in Fig. 11(a), differ-
ent physiological parameters may have to be taken into ac-
count, in this case a reduced heart rate and corresponding
changes in blood pressure after the intervention. The lower
blood velocity resulted in overall lower wall shear stress,

making a direct comparison of the two shear-stress distribu-
tions difficult. Instead of using standardized input param-
eters for the computational-hemodynamics calculations, the
color maps were normalized as described in Section II-C.
In the pre-interventional case, the set of automatically deter-
mined percentile values was 1.74, 5.96, 14.40, 21.57, 34.40 Pa
as compared to 2.08, 3.66, 6.20, 8.84, 11.88 Pa for the post-
interventional case. The resulting color distribution shown in
Fig. 11(b) now allows a direct comparison of the shear-stress
changes caused by the intervention. Beyond the determination
of effects of interventions on the wall shear stress, the resulting
3-D models have also been utilized to determine redistribution
and compression of plaque during PTCA and stenting. While
this study is still ongoing, preliminary results indicate that the
redistribution of plaque can be identified by volumetric changes
within the plaque segments, and compression by a comparison
of the geometrically correct overall 3-D volume prior to and
after the intervention.

B. Correlation between Plaque and Curvature

For the 37 vessel segments completed thus far, circumferen-
tial plaque distribution and curvature indices were calculated as
described in Section II-C to verify the hypothesis that plaque
tends to accumulate along theinner curvatures rather than
along theouter curvatures. Four regionsRai, Rao, Rbi, and
Rbo were defined, distinguishing circumferentially-considered
“above average” plaque thickness(a) from “below average”
plaque thickness(b), as well as the “inner curvature”(i) from
the “outer curvature”(o) of the vessel wall. Satisfying the in-
equality‖Rai+Rbo‖ ≥ ‖Rao+Rbi‖ indicates that more plaque
is accumulating along the inner curvature as compared to the
outer curvature. As illustrated in Figs. 6(c) and 12, a thresh-
old was applied to exclude regions of low curvature from the
results, thus avoiding the inclusion of noise. For the thresh-
old, 12 different values were empirically selected ranging from
2.31 to 22.94◦/cm, resulting in 10.2–78.3% of circumferential
locations being excluded. In 29 of the 37 vessel segments, the
hypothesis held for at least half of the thresholds (i.e., the in-
equality was satisfied for 6 or more of the 12 sets of regions
Rai, Rao, Rbi, andRbo). In only 6 of the 37 vessel segments
the inequality did not hold forany of the applied thresholds.
The comparison of the region assignments in calculations that
included stented areas vs. those in which stented areas were ex-
cluded showed no statistical difference (p> 0.20 for all thresh-
olds≥6.86◦/cm).

C. Performance Assessments

The accuracy of the endoscopic model depends primarily on
the underlying fusion and quantification techniques, and also
relies on the numerical accuracy of the hardware used and the
display capabilities of the browser. While the validation of the
overall fusion system was performed in phantoms and in-vitro
studies on pig hearts [17], only performance and visual accu-
racy could be analyzed for the virtual-endoscopy system itself.
VRML and JavaScriptdescribethe 3-D objects in space and
their interaction with each other and with the user, whereas the
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actual presentation depends on the browser employed. The in-
vivo right coronary artery in the end-diastolic phase shown in
Fig. 4 included 172 ECG-gated frames for the VRML mod-
eling. The resulting scene required approximately 141 MB of
disk space, the bulk of which resulted from the ASCII-text en-
coding of the pixel data as defined by the VRML standard.
With white spaces minimized, 731,442 characters of VRML
code were generated for each 384×384-pixel IVUS frame on
average. Since all the data are loaded into main memory when
the VRML browser is started, and since browsers are usually
Open-GL based, performance is mainly dependent on the hard-
ware employed. Using the Cosmo-Player 2.1 browser plug-in
(Cosmo Software, Computer Associates International Inc., Is-
landia, NY), the loading time for the scene described above is
about 24 sec on a dual-processor 2 GHz AMD Athlon PC (Ad-
vanced Micro Devices Inc., Sunnyvale, CA) with 3.5 GB of
main memory and an ATI Radeon 9700 Pro (ATI Technolo-
gies, Markham, OT, Canada) graphics card with 128 MB of
video memory. Navigation can be performed in real time af-
ter the scene has been loaded. In our experience, most cur-
rently available graphics cards offer acceptable performance.
The desktop configuration with the least performance tested, a
768 MB, 600 MHz-Pentium III with a 32 MB Diamond Viper
V770D Ultra AGP graphics card (Diamond Multimedia Sys-
tems, Chatsworth, CA), still showed good real-time perfor-
mance with IVUS texture-mapping applied.

IV. D ISCUSSION

The presented approach combines and integrates methodol-
ogy for 3-D fusion of coronary artery image data from X-ray an-
giography and IVUS, along with quantitative analyses. While
parts of the methodology have been developed and validated
previously as independent blocks, the novelty introduced here
is the overall synthesis of geometric reconstruction, true 3-D
quantitative analyses, the generation of new complex indices
such as the correlation of circumferential plaque distribution
and local curvature, as well as the interactive presentation of
the models to convey the analysis results to the observer.

The visualization in VRML, along with the endoscopic
mode, allows interactive evaluation of normal and diseased ves-
sel segments by directly relating the geometry of a vessel with
its 3-D morphologic and hemodynamic data. The process of
obtaining an endoscopic scene from the 3-D fusion result is
straightforward, highly automated, requires only the selection
of a few visualization options, and needs only seconds for the
automated generation of the VRML code. We developed a new
generic prototype library that extends the capabilities of the user
to navigate within the vessel. It also allows to better manipu-
late the automated fly-through animation as compared to the
regular controls provided by the VRML browser. The possi-
bility to switch between several different vessel representations
and to include or exclude pixel data or color-coded quantifica-
tion results arbitrarily within the endoscopic scene allows for
a highly flexible presentation of the scene that takes individ-
ual preferences into account. 3-D texture mapping was pre-
ferred over true volume rendering, mainly because this mode is
best supported by the hardware acceleration of common VRML

browsers and their frequently underlying implementation in
Open-GL. Other reasons include the need to work with highly
anisotropic data (due to the sparse sampling along the vessel
axis) and the need to deal with non-parallel slices. Both of these
issues make a ray-casting approach more challenging than the
selected texture mapping.

Despite the potentially large amount of data to be processed
by the visualization system, all equipment used to generate the
aforementioned results were “off-the-shelf” products. Possible
alternatives to VRML include either a direct implementation
in Open-GL or theVisualization Toolkit(VTK) [47]. The ma-
jor advantage of VRML is its platform independence, whereas
Open-GL or VTK require construction of a platform-specific
visualization software, without necessarily providing a higher
performance. Since VRML is essentially a 3-D description lan-
guage, it facilitates a direct visualization of the scene in im-
mersive environments (e.g., CAVE [48]). However, support of
the implemented JavaScript control mechanisms depend on the
specifics of the chosen environment and may need adjustment
to make full use of the sensors and controls in immersive envi-
ronments.

As briefly discussed in Section II-D.2, the current compu-
tation of the fly-through trajectory does not align the view-up
vector of the virtual observer with those of the IVUS images.
While it is straightforward to calculate and consider this addi-
tional axial rotation, such approach would be more confusing
than helpful. Assuming, e.g., a segment of helical nature, the
view would rotate axially due to the twisting of the catheter
while following the trajectory. This may confuse the user’s
sense of direction more than the selected viewing orientation
that maintains a stable view-up direction in 3-D world coor-
dinates. Furthermore, if the trajectory is based on the vessel
centerline rather than the pullback, the effects of parallax may
be added. In summary, it seemed appropriate to implement the
viewing orientation as presented here.

The system is currently restricted to asinglefly-through tra-
jectory, which may be considered a limitation. However, usu-
ally only single vessel segments are subjected to the reconstruc-
tion and the subsequent quantification steps. Branches are cur-
rently excluded from both hemodynamic and morphologic anal-
yses. Multiple branches are difficult to obtain in a clinical set-
ting anyway since only segments undergoing intervention are
usually imaged to limit the duration of the invasive procedure
and the possibility of associated complications. In theory, the
virtual-endoscopy system could be expanded to consider multi-
ple fly-through trajectories, thus allowing the user to follow dif-
ferent branches. The main challenge in such an approach would
be merging models from multiple pullbacks into a single, larger
model.

An extension of the endoscopic mode into 4-D would be de-
sirable, as already done for non-endoscopic VRML worlds [22].
This would require an extension of theEndoscopyInterpolator
andEndoscopyObservernodes to allow real-time modification
of the fly-through trajectory along with the animation of the
moving vessel. As the vessel cycles through the heart phases,
care has to be taken that the endoscopic observer remains within
the vessel and that the viewing direction is adjusted accordingly.
In general, the same technique would apply as discussed before
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with respect to branches (i.e., multiple fly-through trajectories
would be calculated for each time instance and then automat-
ically cycled through). The trajectories could be determined
automatically while performing the spline-based interpolation
of the vessel contours. The necessary extension of the control
panel would imply additional sliders and buttons to navigate be-
tween the heart phases. Their design could follow those of the
sliders for the location (i.e., providing a slider for the current
time instance along the cardiac cycle, and another one deter-
mining the speed of the cycling through the phases).

Our previously developed fusion systems based on biplane
angiography and IVUS data provides a well-established ba-
sis for quantitative analyses. Computer simulations utilizing
piecewise linear and continuously curved 3-D models, along
with in-vitro validation showed a good accuracy of the fu-
sion system [17] despite artifactual distortions caused by fric-
tion between the rotating catheter core and the sheath, espe-
cially in strongly curved vessels, and other inherent problems of
IVUS imaging (e.g., shadowing due to calcifications). Phantom
validation and computer simulations were also performed for
the wall shear stress [22] and volumetric [23] measurements,
demonstrating a good agreement with their respective analyt-
ical models and published gold standards. A study analyzing
the reproducibility of the multi-modality fusions and the hemo-
dynamic analyses based on multiple pullbacks in 10 coronary
arteries has been performed [28].

V. CONCLUSION

Data fusion of biplane angiography and intravascular ultra-
sound, combined with computational hemodynamics, morpho-
logic analyses, and interactive 3-D visualization offers an abun-
dance of information that can be used for diagnosis and evalua-
tion of coronary interventions. Our virtual-endoscopy approach
offers a better access to these data. Platform-independent dis-
tribution and visualization are ensured through the use of the
standardized VRML 3-D modeling language. The combination
of VRML prototypes with JavaScript nodes allows the imple-
mentation of a comprehensive graphical user interface for the
endoscopic mode, while the default browser controls are used
in all other views. The 3-D control panel is included in the
scene on demand without obstructing the view when not in use.
The panel allows interaction with the scene in real time. The
presented VRML-based virtual-endoscopy approach enables a
better evaluation of the reconstructed and calculated data in a
local or global context.
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Fig. 1. The fusion process: Angiograms of a stenosed human right coronary artery post intervention are shown in the background, from which the catheter path
is reconstructed; IVUS pixel data and segmented contours (red luminal and green adventitial contours, see example frame) are mapped into 3-D space. Only a
subset of the IVUS frames is shown here.
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Surface
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Library

3-D Data

Adventitia
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Frames
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Fig. 2. Processing scheme: 3-D IVUS pixel and contour data from the fusion system as well as quantitative results thereon are used to automatically create
VRML objects, the fly-through trajectory, and control and routing definitions for VRML.
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2-D to 3-D Mapping of Frames
3-D Lumen/Adventitia Contours

3-D Catheter Pullback Path

Ultrasound
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3-D Trajectory
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ECG Sorting
by Heart Phase

ECG Sorting
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Extraction of
Catheter / Lumen

Absolute Orient.
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3-D Matching
of IVUS Frames

3-D Mapping
of Contours

Angiogram IVUS
Acquisition Acquisition

Cross-Section

Fig. 3. Simplified flow chart of the fusion process: separate processing lines
are followed for angiographic and IVUS data, then combined phase-wise in the
fusion process; after determination of the absolute orientation and mapping of
all contours into 3-D space, the 3-D/4-D model can be used for quantitative
analysis and subsequent visualization.

Pullback

Stenosis

Observer

Fig. 4. Reconstructed right coronary artery pre intervention with results from
computational hemodynamics (blue indicates low wall shear stress and red in-
dicates high wall shear stress), fly-through trajectory based on catheter path,
and endoscopic observer inserted.
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(b)

(a)

Fig. 5. Endoscopic view obtained from the virtual-observer location shown in
Figure 4: (a) IVUS data in semi-transparent 3-D rendering, note that due to the
shadowing in the IVUS data (arrow) it is actually possible to look behind the
stenosis; (b) reconstructed lumen surface of the same view with color-coded
local wall shear stress, showing the increase of shear stress in the stenotic area
(red), while the segment distal to the stenosis has some turbulent flow with
associated low shear stress (dark blue); the red line indicates the continuation
of the fly-through trajectory.

(a) (c)(b)

Fig. 6. Color-coding examples from the morphological study: (a) plaque
thickness with a rainbow colormap from low (blue) to high (red) amounts of
plaque and the adventitial border inserted; (b) local curvature, where red indi-
cates “inner” curvature and blue indicates “outer” curvature, and green marks
the sides; (c) higher-level analyses, where blue regions indicate a high corre-
lation between local vessel curvature and circumferential plaque distribution.
The image shows a left coronary artery with part of the left main and a segment
of the left anterior descending artery; the branch to the left circumflex artery
(red line) has not been followed and was discarded in (c).
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Fig. 7. Definition of a viewpoint as a triplet of(~p, ~r, ϕ) in VRML; the default
viewing direction is along the negativez-axis.
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Fig. 8. Rotation of the default viewing axis−~ze around~ri by ϕi to obtain
the desired view−~zi from pointPi to Pi+1 of the fly-through trajectory;~ri is
obtained by rotating the localy-axis(~ye) by δ within thex/y-plane.

Views
Switch
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Viewing Direction
Control
Panel

Deactivate

Control
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Activate

Position
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(b)

Fig. 9. Appearance of the control panel when invoked: (a) the user can acti-
vate the control panel by clicking into the center of the image; afterwards, the
controls remain active until the mouse leaves the black area and include buttons
for viewing orientation and vessel representation, as well as sliders to navigate
manually or automatically; (b) enlarged and cropped visualization of the panel
in an actual endoscopic scene.

Proxy Shape (over) to
Deactivate Control Panel

Enabled on Demand Proxy Shape (click) to
Activate Control Panel

Group of Visible Controls

TrajectoryViewpoint

Fig. 10. Realization of the control panel (side view): the panel moves with
the viewpoint at a constant distance along the fly-through trajectory (dot-dot-
dashed line); fully transparent proxy shapes are associated with touch sensors,
thus allowing the user to enable or disable the visible control shapes located in
the gray box, whereas the proxy shapes themselves remain invisible.
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Fig. 11. Color coding of the wall shear stress in a left anterior descending artery: (a) a common mapping was used between the pre- and post-interventional
analyses; it can clearly be seen that the lower blood pressure in the post-interventional state is reflected in the color scale — (b) the same hemodynamic analyses
with the colormaps determined individually for each state; the differences in shear-stress distribution can now be compared more easily.
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Fig. 12. Endoscopic view with curvature information added as in Fig. 6(b), looking from the branching area (red line in Fig. 6) in distal direction; theinner
curvature is indicated in red, the outer curvature in blue, and regions with a local curvature index of|κidx|<4◦/cm are marked in green (sides) – the tortuosity of
the vessel can be better appreciated in this view as compared to the external view.


