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Multiple Linear Regression ModelsMultiple Linear Regression Models
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IntroductionIntroduction

Regression analysis is the statistical 
methodology for
Assessing the effects of the predictor 

(independent) variables on the response 
(dependent) variables
Predict values of one or more response 

variables from predictor variable values
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Linear Regression ModelLinear Regression Model

Let z1, z2, …, zr be r predictor variables thought to be 
related to a response variable Y. 
The linear regression model with a single response: 
Y=β0+β1z1+…+βrzr+ε

With a sample of n independent observations on Y and the 
associated values of zi, the complete model becomes

Y1=β0+β1z11+…+βrz1r+ε1

Y2=β0+β1z21+…+βrz2r+ε2
…
Yn=β0+β1zn1+…+βrznr+εn

where the error terms are assumed to satisfy:
1. E[εj]=0;
2. Var[εj]=σ2(constant); and
3. Cov[εj, εj]=0, j≠k.
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Least Squares EstimationLeast Squares Estimation

Objective: “fit” the model by determining β and σ2 consistent with the 
available data
The method of least squares selects b to minimize (y-Zb)T(y-Zb)
The vector of residuals contains the information about the remaining 
unknown parameter σ2.
Let Z have full rank r+1≤n. The least squares estimate of β is

yZZZβ TT 1)(ˆ −=
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Sum of Squares Decomposition Sum of Squares Decomposition 
and Geometric Interpretationand Geometric Interpretation
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Decomposition of the sum of squares about the mean:

Coefficient of determination to measure model fit:
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R2 equals 1 if fitted equation passes through all the data points. R2

equals 0 if the predictor variables have no influence on the response.
Geometric interpretation – least squares projection
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Moments of Least Squares Moments of Least Squares 
EstimatorsEstimators

12 )(]ˆ[and]ˆ[ −== ZZβββ TCovE σ
The least squares estimator has

The residuals satisfy

)())((]ˆ[and]ˆ[ 212 HIZZZZIε0ε −=−== − σσ TTCovE

The LSE of β and the residual are uncorrelated.
(Gauss’ least squares theorem) Let Y=Zβ+ε, where E[ε]=0, 
Cov[ε]=σ2I, and Z has full rank r+1. For any c, the estimator

rr
T cc ββ ˆ...ˆˆ

00 ++=βc

of cTβ has the smallest possible variance among all unbiased linear 
estimators of the form aTY=a1Y1+…+anYn.
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An Estimator for An Estimator for σσ22

It can be shown that

Therefore an unbiased estimator of σ2 can be obtained as
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Inferences About the Regression Inferences About the Regression 
ModelModel

Further assume that the errors ε have a normal distribution
The MLE of β is distributed as Nr+1(β, σ2(ZTZ)-1).
Likelihood ratio tests for the regression parameters: assess 
the effects of particular predictor variable(s) on the 
response variable. Consider the hypothesis: 

H0: βq+1= βq+2=…= βr=0.
Let Z have full rank r+1 and ε be distributed as Nn(0, σ2I). The 
likelihood ratio test of H0 above is equivalent to a test of H0 based 
on the extra sum of squares and s2.


