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Estimation of L and Estimation of L and ΨΨ

Based on the sample covariance matrix S or sample 
correlation matrix R from observations x1, x2, …, xn.
Two most popular methods: the principal component 
method and the maximum likelihood method.
The solution from either method can be rotated in order to 
simplify the interpretation of factors.
Try more than one method to see if the solutions are 
consistent with one another.
For large data sets, split them in half and perform a factor 
analysis on each part to check the stability of the solution.
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The Principal Component MethodThe Principal Component Method
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Example 9.4Example 9.4

Factor analysis of stock-price data
Use m=2 and sample correlation matrix R.
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Estimated factor loadings, communalities and specific variances for 
one-factor (m = 1) and two-factor (m = 2) decomposition

Market factor Industry factor

Example 9.4 (Cont.)Example 9.4 (Cont.)
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Example 9.3 : Factor Analysis Example 9.3 : Factor Analysis 
for Consumerfor Consumer--Preference Data Preference Data 

In a consumer-preference study, a random sample of customers were asked to rate 
several attributes of a new product. The responses, on  a 7 semantic differential scale, 
were tabulated and the attribute correlation matrix constructed.

• Var 1 and var 3, var 2 and var 5 form groups, i.e. are highly correlated.
• Var 4 is “closer” , i.e. more correlated, to (var 2, var 5).
• We might expected there are two or three common factors.
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Example 9.3 (Cont.) Example 9.3 (Cont.) 

• A rotation of the factors often reveals a simple structure and aids interpretation.
• We shall re-consider this example again after factor rotation.
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Maximum Likelihood MethodMaximum Likelihood Method

Assume the common factors F and the errors ε are 
normally distributed.
The MLE of L and Ψ are obtained by numerically 
maximizing the likelihood function subject to that LTΨ-1L
is a diagonal matrix. The constraint is a computationally 
convenient uniqueness condition.
Example 9.5: factor analysis of stock-price data using the 
maximum likelihood method (use correlation matrix R)
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Factor RotationFactor Rotation

Since the originally estimated loadings may not be readily 
interpretable, it is usual practice to rotate them until a 
“simple structure” is achieved.
The general principal is to see a pattern of loadings such 
that each variable loads highly on a single factor and has 
small to moderate loadings on the remaining factors.
Geometric interpretation for m=2
Varimax criterion (details not required)
Oblique rotations (not required)
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Example 9.10 : Factor Example 9.10 : Factor 
Rotation for StockRotation for Stock--Price Data Price Data 
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Example 9.9 : Factor Rotation Example 9.9 : Factor Rotation 
for Consumerfor Consumer--Preference Data Preference Data 
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Example 9.9 (Cont.)Example 9.9 (Cont.)
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Example: Factor Analysis for Single Example: Factor Analysis for Single 
Station Assembly Process DiagnosisStation Assembly Process Diagnosis

Observable variables (x) are 8 dimensional measurements on 
the assembly, including x- and z- direction deviations of 
measurement points M1, M3, M5, and M7. Two (unknown) 
process faults are present: x-direction variation of locator P1
and z-direction variation of locator P2.
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* *

Estimated Factor Loadings Estimated Factor Loadings 
for m = 2 (PC Method)for m = 2 (PC Method)
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Factor Rotation for Assembly Factor Rotation for Assembly 
Process DiagnosisProcess Diagnosis
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Visualization of Loading Visualization of Loading 
Vectors for Factor 1Vectors for Factor 1

• All measurement points “move”
horizontally
• With almost equal magnitudes
• Factor 1 corresponds to locator 
P1’s variation along x-direction.

100

Visualization of Loading Visualization of Loading 
Vectors for Factor 2Vectors for Factor 2

• All measurement points, except 
M3, “move” along circles 
centered at P1.
• With magnitudes proportional to 
the distance from it to P1
• Factor 2 corresponds to locator 
P2’s variation along z-direction.


