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ABSTRACT

Recent progress at IIHR on the development of CFDSHIP-Iowa version 6 is presented. Current focus is on a sharp interface Cartesian grid method for the large-eddy simulation (LES) of turbulent two-phase incompressible flows. In this method, the level set formulation for two-phase incompressible flows is adopted. The density and pressure jump conditions across the interface (the latter due to surface tension and gravity) are treated in a sharp interface manner using the ghost fluid method. Complicated geometries immersed in the computational domain are handled with a sharp interface immersed boundary method. For LES, the Lagrangian dynamic Smagorinsky subgrid-scale model is used. Several approaches for capturing high Reynolds number boundary layers in a Cartesian grid layout are discussed. Simulations of several ship geometries, including the Wigley hull, DTMB model 5365 (Athena R/V), and surface combatant DTMB model 5415, have been carried out on relatively coarse Cartesian grids. Wave field patterns are successfully compared with experimental data and other computational results. To demonstrate the potential of coupled curvilinear/Cartesian grid methods, a case has been set up for model 5415 which utilizes the outer boundary layer velocity solution from a body-fitted RANS solver as boundary conditions for the immersed boundary method; very promising results have been obtained. The proposed developments needed to simulate high-Reynolds number boundary layers are briefly discussed.

INTRODUCTION

Milestone advances have been recently accomplished in CFD for ship hydrodynamics due to enabling technologies of surface capturing methods for free surface modeling of complex interfacial topologies and breaking waves, DES turbulence modeling of unsteady separated flows, and dynamic overset grids for complex geometries and motions/maneuvering. Successful verification and validation has been documented for a wide spectrum of applications ranging from resistance and propulsion to seakeeping to maneuvering with increased resolution of length and time scales, as evidenced by the papers at the 26th Symposium on Naval Hydrodynamics, including of interest herein CFDSHIP-Iowa version 4.0 (Carrica et al., 2006). As a result, realization of simulation based design for ship hydrodynamics seems assured. However, as high performance computers achieve petascale computing systems such that multi-scale and multi-physics problems with billions of grid points and degrees of freedom can be considered, increased accuracy, speed, and scalability of computations become pacesetting issues.

Cartesian grid approaches are good candidates for increased accuracy, speed, and scalability; however, they require special treatment to handle two-phase interfaces, complex geometries, and moving boundaries. For this purpose immersed boundary and cut cell methods have been developed. The former, originated by Peskin (1972), has been applied to solid/fluid interactions and then two-phase flow problems by many authors. The basic idea of immersed boundary methods is to model the effects of solid/elastic boundaries and fluid/fluid interfaces on the fluid flow by a set of body forces distributed over the nearby flow field of the immersed boundaries/interfaces. In this force distribution process, the immersed boundaries/interfaces are smeared over several grid cells. In the past few years, several sharp interface methods using forcing or correction terms have been developed for solid-fluid and fluid-fluid interface problems. More details are referred to Yang and Balaras (2006), which presented a direct forcing immersed boundary method for moving boundary
problems, and the references therein. On the other hand, in the cut cell methods, the irregular cells produced by solid boundaries cutting through grid lines are treated in the same way as in an unstructured grid. In some versions of this type of methods the difficulties brought in by small cells were treated using cell merging technique, in which, essentially, a body fitted grid is generated at each time step for moving boundary problems. Although the cut-cell methods are sharp interface methods, they are very difficult to apply to three dimensional problems due to the large number of special treatments required by the numerous different interface cells generated during the cutting and merging process. The Cartesian grid methods discussed above have mostly been demonstrated for inviscid or low and moderate Reynolds number flows, mainly biological and physiological flows.

Applications of Cartesian grid methods in ship hydrodynamics have been advanced noticeably in recent years. Dommermuth et al. (2006) presented a Cartesian grid approach with immersed-body and volume-of-fluid methods. Remarkable ship waves from the simulations have been reported. However, as an incompressible Euler code with slip-wall boundary conditions used on the ship hull surface, their approach cannot capture boundary layers and the associated turbulence and wakes. Sussman (2005) developed a parallel, adaptive Cartesian grid approach with a coupled level set/volume-of-fluid method for interface capturing and an embedded boundary method for the immersed geometries. Although the adaptive mesh refinement strategy can give some flexibility on the grid and save some computational cost, boundary layers still cannot be resolved in his results due to the large number of grid points required as explained below.

At high Reynolds numbers the application of Cartesian grid methods becomes prohibitive, even with the use of local grid refinement, if the effects of boundary layer have not been taken into account properly. Taking the turbulent flow over a sphere as an example, as the Reynolds number increases, more grid points are needed to resolve the boundary layer. For body-fitted grids, a refinement in the wall-normal direction is necessary. However, for Cartesian grid methods the grids have to be refined in all three directions to obtain reasonable resolution near the wall, as a consequence of the non-alignment of grid lines and wall surface. Therefore, the total number of grid points for Cartesian grid methods increases much faster than that of body-fitted grids as the Reynolds number increases. Although the computational cost per grid point in Cartesian grid methods is much lower than that of body-fitted grids, there is a threshold in Reynolds number beyond which body-fitted grids become competitive in computational cost comparing to Cartesian grids. This threshold is well below the Reynolds numbers present in model scale ship hydrodynamics. In this context, a body fitted grid solving the near-wall boundary layer and a highly efficient Cartesian solver for the rest of the domain appears as the ideal approach to solve model and full scale ship flows.

Currently, IIHR is working toward CFDShip-Iowa version 6, a Cartesian grid solver that can handle the high Reynolds number boundary layers in ship flows. As a first step, a sharp interface method for two-phase flows interacting with complex structures has been developed. This method is based on the work of Yang and Balaras (2006), in which a 3D finite difference solver was developed for direct numerical simulation (DNS) and LES of turbulent flows with complex geometries and moving boundaries. This solver has been thoroughly restructured to a production level and extensively expanded to include many new components that are crucial to ship hydrodynamics applications. A level set formulation of the two-phase incompressible flows has been used and the free surface is handled in a sharp interface manner. High-order schemes for level set equations and momentum equations have been implemented. Highly efficient and scalable iterative solvers from PETSc library are used to solve the Poisson equations. High performance computing components, such as parallel tridiagonal system solver, parallel I/O, etc., are included. All these new additions together with the original capabilities provide us a high-fidelity, cost-effective, and simple-to-use Cartesian grid solver, which will be used as the infrastructure of the next generation simulation-based design tool for ship hydrodynamics, CFDShip-Iowa version 6. The detailed computational methods and verification/validation of this solver have been carried out through a series of test cases and reported in Yang and Stern (2007a, 2007b). In this paper, for the first time, CFDShip-Iowa version 6 is applied to two-phase ship flows. Initially, our attention is focused mostly on wave patterns, since no boundary layer is modeled at this stage. Very encouraging wave results were obtained for several ship hulls, including Wigley hull, model 5365 (Athena R/V), and the surface combatant model 5415. To demonstrate that the effects of high Reynolds number boundary layers can be taken into account in a Cartesian grid framework, a case has been set up for model 5415, which utilizes the outer boundary layer velocity solution from a body-fitted RANS solver as the boundary conditions for the immersed surface. Very promising results have been obtained for this case.
COMPUTATIONAL METHODS

The current method is based on the work of Yang and Balaraes (2006) and has been extensively expanded to fit the need of ship hydrodynamics applications. The original solver was developed for DNS and LES of turbulent flows with complex geometries and moving boundaries. It features a fractional-step method for pressure-velocity coupling, a standard second-order central-differences scheme on a staggered Cartesian/cylindrical grid, a second-order Adams-Bashforth or third-order low-storage Runge-Kutta scheme for time advancement, a fast Poisson solver using FFTPACK (Swarztrauber, 1984) and FISHPACK (Swarztrauber and Sweet, 1975), and a Lagrangian dynamics subgrid-scale stress model (Meneveau et al., 1996) for LES. The parallelization is done through a domain decomposition technique with MPI for the interprocessor communication. A sharp interface immersed boundary method has been developed to handle complex immersed stationary/moving boundaries on Cartesian grids.

On the basis of this solver, CFDShip-Iowa version 6 has been recently developed. A level set based formulation for two-phase incompressible flows has been introduced and a sharp interface treatment (ghost fluid method) of the free surface has been adopted. Correspondingly, a four-step fractional-step method for pressure-velocity coupling and a semi implicit time advancement scheme have been employed. The level set evolution and reinitialization equations are solved using high-order TVD Runge-Kutta and WENO schemes. An improved particle correction method has been proposed and implemented to ameliorate the mass conservation properties of level set solver. Several high-order upwind convection schemes like QUICK and WENO have been added to solve the momentum equations. Highly scalable iterative (multigrid) solvers from the PETSc library have been used to solve the pressure Poisson equation. A parallel tridiagonal system solver has been implemented. Other new high performance computing components include parallel I/O and domain decomposition in arbitrary grid directions. All new components will be discussed in detail here as we introduce our current mathematical model, numerical method, and high performance computing strategies.

Mathematical model

The level set formulation for the incompressible flow of two immiscible fluids separated by an interface given in Chang et al. (1996) is used here. In this approach, one set of equations for both fluids are solved with the density and viscosity jumps across the interface linked by a Heaviside function.

Navier-Stokes Equations

Incompressible viscous flows of two immiscible fluids, e.g., air and water, are governed by the Navier-Stokes equations:

\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla \cdot (-\rho \mathbf{I} + \mathbf{T}) + \mathbf{g} , \]

\[ \nabla \cdot \mathbf{u} = 0 , \]

where \( t \) is the time, \( \mathbf{u} \) is the velocity vector, \( \rho \) is the density, \( \mathbf{I} \) is the unit diagonal tensor, \( \mathbf{g} \) represents the gravity acceleration, and \( \mathbf{T} \) is the viscous stress tensor defined as

\[ \mathbf{T} = 2\mu \mathbf{S} = 2\mu \left[ \frac{1}{2} (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right] = \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right), \]

with \( \mu \) the dynamic viscosity and \( \mathbf{S} \) the strain rate.

Since the fluid properties are discontinuous across the interface, which is a function of time and space, density and viscosity are also functions of time and space and only known with given interface position. Their definitions will be deferred after the introduction of interface representation using level set.

Interface Jump Conditions

The velocity across the interface \( \Gamma \) is continuous, as the fluids are viscous and no phase change is considered here:

\[ [\mathbf{u}] = 0 , \]

and the jump condition for stress is

\[ [\mathbf{n} \cdot (-\rho \mathbf{I} + \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right)) \cdot \mathbf{n}] = \sigma \kappa , \]

where \([ \cdot ]\) indicates the jump at the interface, i.e., \( f_I - f_G \) for a variable \( f \) with superscript \( I \) denotes interface, \( \mathbf{n} \) is the unit vector normal to the interface, \( \sigma \) is the coefficient of surface tension, and \( \kappa \) is the local curvature of the interface.

Interface Representation

Defining the interface \( \Gamma \) as the zero level set of a signed distance function, \( \phi \), or the level set function, the position of the interface can be tracked by solving the level set evolution equation

\[ \frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = 0 . \]

To keep \( \phi \) as a signed distance function in the course of the evolution, we iterate the reinitialization equation for the level set function (Sussman et al., 1994):

\[ \frac{\partial \phi}{\partial \tau} + S(\phi)(|\nabla \phi| - 1) = 0 , \]

where \( \tau \) is the pseudo time and \( S(\phi) \) is a numerically smeared-out sign function.
\[ S(\phi_i) = \frac{\phi_i}{\sqrt{\phi_i^2 + h^2}}, \quad \text{(8)} \]

with \( \phi_i \) the initial values of \( \phi \) and \( h \) a small distance, usually the grid cell size, to smear out the sign function.

**Fluid Properties**

With the level set function defined, the fluid properties, such as density and viscosity, are given by the following equations:

\[
\begin{align*}
\rho &= \rho_0 + (\rho_L - \rho_0) H(\phi), \\
\mu &= \mu_0 + (\mu_L - \mu_0) H(\phi),
\end{align*}
\quad \text{(11)}
\]

where the subscripts \( G \) and \( L \) represent gas and liquid phase, respectively, and the Heaviside function is defined as:

\[
H(\phi) = \begin{cases} 
1 & \text{if } \phi \geq 0 \\
0 & \text{if } \phi < 0
\end{cases}
\quad \text{(12)}
\]

In this paper, the viscosity is smoothed over a transition region across the interface as:

\[
\mu = \mu_0 + (\mu_L - \mu_0) H_\varepsilon(\phi),
\quad \text{(13)}
\]

using the smoothed Heaviside function (Sussman et al., 1994)

\[
H_\varepsilon(\phi) = \begin{cases} 
1 & \text{if } \phi > \varepsilon \\
\frac{1}{2} \left[ 1 + \frac{\phi + \sin\left(\frac{\pi \phi}{\varepsilon}\right)}{\pi} \right] & \text{if } |\phi| \leq \varepsilon \\
0 & \text{if } \phi < -\varepsilon
\end{cases}
\quad \text{(14)}
\]

Notice that with a continuous viscosity and velocity field, the stress jump condition Eq. (5) reduces to:

\[
[p] = p'_L - p'_G = -\mathbf{\sigma}_c.
\quad \text{(15)}
\]

**Subgrid-Scale Model**

In the LES approach, the Navier-Stokes equations are spatially filtered such that the large, energy carrying eddies are resolved and the small scale, dissipative eddies are modeled by a sub-grid scale stress model. After applying the filter operation to Eqs. (1) and (2), we have

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p - \nabla \cdot \mathbf{\tau}
\quad \text{(16)}
\]

\[
\nabla \cdot \mathbf{\tau} = 0,
\quad \text{(17)}
\]

where \( \mathbf{\tau} \) denotes the filter operation on a variable \( f \), \( \mathbf{\tau} = \mathbf{uu} - \mathbf{uu} \) is the subgrid-scale (SGS) stress tensor, whose deviatoric part is parametrized following the Smagorinsky procedure as:

\[
\mathbf{\tau} = \frac{1}{3} \text{trace}(\mathbf{\tau}) \mathbf{I} = -2 \nu_\tau \mathbf{S},
\quad \text{(18)}
\]

and the turbulent eddy viscosity is defined as

\[
\nu_\tau = C \Delta^2 |\mathbf{S}|, \quad \text{and } |\mathbf{S}| = \sqrt{\mathbf{S} : \mathbf{S}}.
\quad \text{(19)}
\]

The model parameter \( C \) in the eddy viscosity definition has to be determined to close the equations. In this paper the Lagrangian dynamic SGS model (Meneveau et al., 1996) is chosen as it can handle complex geometries without the requirement of homogeneous direction(s). Therefore, Eq. (16) can be rewritten in the following form

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nabla \left[ \nu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right] + \frac{1}{\rho} \nabla \cdot \left[ \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right] + \mathbf{g},
\quad \text{(20)}
\]

with the trace of subgrid-scale stress tensor \( \frac{1}{3} \text{trace}(\mathbf{\tau}) \) incorporated into \( p \).

**Numerical Method**

**Navier-Stokes Solver**

The finite differences method is used to discretize the Navier-Stokes equations on a non-uniform staggered Cartesian grid, in which the velocity components \( u, v, \) and \( w \) are defined at centers of cell faces in the \( x, y, \) and \( z \) directions, respectively, and all other variables, i.e., \( p, \phi, \rho, \mu, \) and \( \nu \) are defined at cell centers. A semi-implicit time-advancement scheme is adopted to integrate the momentum equations with the second-order Crank-Nicolson scheme for the diagonal viscous terms and the second-order Adams-Bashforth scheme for the convective terms and other viscous terms. A four-step fractional-step method (Choi and Moin, 1994) is employed for velocity-pressure coupling, in which a pressure Poisson equation is solved to enforce the continuity equation:

- **Predictor:**
  \[
  \frac{\partial \mathbf{u}}{\partial t} = \frac{1}{2} \left( 3 A' - A'' \right)
  + \frac{1}{2} \left( C_{\nu''} + C_{\nu'} \right) - \text{Grad} \left( p'' \right),
  \quad \text{(21)}
  \]

- **First Corrector:**
  \[
  u'' - u' = \text{Grad} \left( p'' \right),
  \quad \text{(22)}
  \]

- **Pressure Poisson Equation:**
  \[
  \frac{\partial}{\partial x_i} \text{Grad} \left( p'' \right) = \frac{1}{\Delta t} \frac{\partial u_i''}{\partial x_i},
  \quad \text{(23)}
  \]

- **Second Corrector:**
  \[
  u'''' - u'' = -\text{Grad} \left( p'''' \right),
  \quad \text{(24)}
  \]
where superscript \( n \) denotes time step, subscript \( i = 1, 2, 3 \) represents \( i \)-coordinate, \( A \) and \( C \) denote terms treated by the Adams-Bashforth and Crank-Nicolson schemes, \( \hat{u}_i \) and \( u'_i \) are the first and second intermediate velocities, respectively. \( \text{Grad}(\rho) \) is a pressure gradient term defined at the center of the cell faces (collocated with velocity components) with the jump conditions incorporated in it.

In Eq. (21) the convective terms are discretized using a third-order QUICK scheme (Leonard, 1979) and higher-order WENO schemes (Jiang and Shu, 1996) are available. All other terms are discretized with the standard second-order central difference scheme. Eq. (21) is approximated with the approximate factorization method (Beam and Warming, 1976) and the resulting tridiagonal linear equations are solved with the parallel tridiagonal system solver (Mattor et al., 1995). The parallelization is done via a domain decomposition technique using the PETSc library (Balay et al., 1997). In general, this is the most expensive part of the whole algorithm.

**Level Set Solver**

The level set and the reinitialization equations are solved using a third-order TVD Runge-Kutta scheme (Shu and Osher, 1988) for time advancement and the fifth-order HJ-WENO scheme (Jiang and Peng, 2000) for spatial discretization. The solution time of these equations does not pose a significant overhead as they are solved in a narrow band several grid-cells wide as detailed in Peng et al. (1999).

The level set method suffers from severe numerical dissipation which results in a significant mass or characteristic information loss in the under-resolved regions. A particle correction step, based on a hybrid particle level set scheme (Enright et al., 2000), is available for more accurate interface representation. In this hybrid method, massless particles are introduced and used to correct the level set function in the under-resolved areas. It has been shown that a remarkable improvement in mass conservation on small scale flows (bubble entrainment, water splash, jet pinch-off, etc.) and the interface properly captured.

**Immersed Boundary Treatment**

The embedded boundary formulation in Yang and Balaras (2006) is adopted here to treat the immersed boundaries/bodies in a non-uniform Cartesian grid. In this approach, the grid generation for complex geometries is trivial since the requirement that the grid points coincide with the boundary, which is imperative for body-fitted methods, is relaxed; while the solution near the immersed boundary is reconstructed using momentum forcing in a sharp-interface manner. The detailed procedure is described in Balaras (2004), Balaras and Yang (2005), and Yang and Balaras (2006) and summarized here.

The first step is to establish the grid-interface relation with a given immersed boundary description, such as parametrized curve/surface or a triangulation. In this step all Cartesian grid nodes are split into three categories: (1) fluid-points, which are points in the fluid phase; (2) forcing points, which are grid points in the fluid phase with one or more neighboring points in the solid phase; (3) solid-points, which are points in the solid phase. The Navier-Stokes solver described in the previous section is applied on all points of the Eulerian grid as if the fluid/solid interface was not present. The effect of the immersed boundary on the flow is introduced through the discrete forcing function, which is computed only at the forcing points by directly enforcing the boundary conditions. In general, the velocity at the forcing points can be computed by means of linear interpolation that involves the projection of the forcing point on the interface and two points in the fluid phase. For the semi-implicit time advancement scheme used here, a provisional step is applied with all terms by the Crank-Nicolson scheme treated using the forward Euler scheme. Then the forcing function can be evaluated straightforwardly as in Kim et al. (2001) and Balaras and Yang (2005). The above procedure has been extensively tested for a variety of laminar and turbulent flow problems involving stationary and moving immersed boundaries with results in excellent agreement with reference computations and experiments as demonstrated in Balaras and Yang (2005), and Yang and Balaras (2006).

**High Performance Computing**

One of the major objectives of the development of CFDSHIP-Iowa version 6 is to make use of the oncoming petascale computers and provide fast turnaround for simulation-based design in ship hydrodynamics. The simple topologic structure of Cartesian grids is extremely favorable for coarse-grain parallelization. A simple domain decomposition technique is used in CFDSHIP-Iowa version 6 where the Cartesian grid is divided into uniform pieces, each of which resides in one processor. Optimal load balance can be achieved except for a small amount of overhead due to interface and immersed boundary treatment, which may be unevenly distributed over processors.
The parallel tridiagonal system solver by Mattor et al. (1995) is used with the approximate factorization (Beam and Warming, 1976) of momentum equations. For the pressure Poisson equation, a multigrid-preconditioned Krylov subspace solver from PETSc (Balay et al., 1997) has been included in the code. Usually, the Poisson solver takes more than 90 percent of the CPU time in a single time step.

Adaptive mesh refinement (AMR) methods combined with higher-order discretization schemes has been proved to be more effective for the numerical simulation of fluid flows with complex flow patterns and large range of spatial scales. AMR refines and de-refines the grid dynamically and locally with complete control of grid resolution and more flexibility, which makes the overall computational cost greatly reduced. PARAMESH (MacNeice et al., 2000), a software package developed at the NASA Goddard Space Flight Center, is used to implement the adaptive mesh refinement into CFDSHIP-Iowa version 6 with a load-balancing technique for parallelization. The level set equations have been successfully solved with the AMR technique, and identical results are obtained as those on a full domain uniform grid with decreased computational time. Combination of the flow solvers with the PARAMESH package is in progress.

RESULTS

Grid Design

The simulations presented in this study are summarized in Table 1. Tests 1, 2 and 4 were computed using CFDSHIP-Iowa version 6. Test 3 was run with CFDSHIP-Iowa version 4 (Carrica et al., 2006). Test 5 was computed with CFDSHIP-Iowa version 6, but using a solution from the curvilinear two-phase level set solver CFDSHIP-Iowa version 5 (Huang et al., 2007) as velocity boundary condition.

An example of the types of grids used is shown in Fig. 1. Details of the grids for each test are presented in Table 2. In Test 3, overset grids are used in which the Cartesian coarse grid originally used for Test 2 is adopted as the background grid and the boundary layer is resolved by a body-fitted grid. The connectivity between the boundary layer and background grids is computed in a pre-processing step using the interpolation code SUGGAR (Noack 2005). The boundary layer grid has a spacing normal to the hull of 1.5×10^6L. The turbulence is included with a Shear Stress Transport (SST) k-ω turbulence model (Menter, 1994).

The domain sizes adopted for each test are shown in Table 3. All simulations with the exception of Test 5 take advantage of the symmetry of the problem about the vertical centerplane and are computed in a half domain; Test 5 uses LES and a full domain was chosen. The boundary conditions used in the study are shown in Fig. 1.

Wigley hull

The case of a Wigley hull in steady forward speed advancing in calm water at Fr = 0.267 in even keel condition is studied first.

Figure 2 shows a comparison of the wave pattern obtained with CFDSHIP-Iowa version 6 and the experimental data from D’Este and Contento (2003). The Cartesian grid solver does a remarkable job predicting the wave pattern characteristics, including wavelength and amplitude. CFD results slightly under-predict the amplitude of the second trough. The Cartesian grid solution is better than the potential flow solution presented by D’Este and Contento (2003, not shown). This level of quality on the free surface can be achieved with inviscid flow solvers, since the boundary layer has little effect on the wave pattern with the exception of the wake region. Notice that our solution also fails at the transom, where the lack of a turbulence model results in an over-prediction of the wake velocity.

To show the effect of the grid spacing on the free surface pattern, a coarse grid solution is presented in Fig. 3, compared also with the solution from CFDSHIP-Iowa version 4, a single-phase level set solver. As expected, the fine grid gives a better resolution, though the results on the coarse grid are still good. Notice that the fine grid is only 7.4 million grid points, a modest number for the capabilities of Cartesian grids.

Considerably better results are obtained with the Cartesian grid solver as compared with the single-phase solver for the coarse grid. It must be noted that a single-phase computation would not have used the same grid design as the two-phase solver, but the comparison is still valid in that shows that for the same level of refinement at the free surface the higher-order Cartesian grid solver does a better job resolving the wave pattern. Possible reasons for the better resolution of the wave pattern on CFDSHIP-Iowa version 6 than in version 4 include (1) time averaging for RANS simulation results in more dissipation in free surface wave, and (2) the spatial discretization is less diffusive in version 6 (5th-order WENO vs. 2nd-order upwind). Notice that the solution at the wake is better in version 4 than in version 6. A clear over-prediction of the wake velocity caused by the lack of a boundary layer in the Cartesian Solver results in a smaller stern peak located further downstream.
Model 5365 (Athena R/V)

Athena R/V is a fairly streamlined vessel with a transom stern. This adds complexities on the flow, at low speed because it results in boundary layer separation, and at larger speeds because the stern wave breaks. At the selected speed ($Fr = 0.25$), the transom is wet and separation occurs (Wilson et al., 2006).

The wave pattern is compared against the experimental data by Fu et al. (2005) in Fig. 4. Details are shown for the bow and stern portions of the domain. Since the transom is highly unsteady, solutions were averaged for $3 < t < 5$. As in the case of the Wigley hull, the solution can adequately predict phase and amplitude of the wave system correctly. The very steep bow wave is captured, as is an indication of the shoulder wave at $x/L = 0.85$. In the transom the solution over-predicts the height of the rooster tail and the location of the peak. Wave cuts at several spanwise cross planes are also compared with the EFD data in Fig. 5. The agreement with the closest cross sections is excellent, and the solution deteriorates as we move farther out due to diffusion. This is a general trend in surface capturing free surface approaches, as can be seen in the results of several codes for this same case (Wilson et al., 2006). However, the results presented are at least as good as those obtained with different methods on finer grids. Figure 6 shows the vortical structures at the transom region using isosurfaces of the second invariant of the deformation tensor $Q$ (Haller, 2005), $Q=300$ for air and $Q=1,000$ for water, colored by the axial vorticity. Rich small-scale structures are observed both in air and water as boundary layer turbulence is missing in the present solution-patching approach.

Velocity predictions at the nominal wake plane are shown in Fig. 10, compared with experimental data. The unsteady CFD results were averaged over $4.4 < t < 6.4$. Results of average and RMS fluctuations of velocity in all three directions are compared against ensemble-averaged experimental data of average velocity and normal Reynolds stresses. In general, the results obtained are promising, considering the overly simplified approach. As expected, the CFD computations under-predict the turbulence in the near-hull region and over predict it in the far field. The immediate consequence is that the sonar dome vortices remain stronger than in the experimental data, causing a more marked hook in the axial velocity distribution. Also the stronger vortices result in a larger vertical velocity at the symmetry plane.

CONCLUSIONS

The progress toward the development of CFDSHIP-Iowa version 6 was presented. At this stage of the development, a sharp interface Cartesian grid solver with combined level set and immersed boundary methods is operative. The modeling of the two-phase incompressible, viscous air/water flow with jump conditions at the interface was discussed. Numerical methods were presented and several ship hulls were used to validate the code. Very good wave fields have been obtained from the simulations. A case that utilizes the boundary layer velocity solution from a body-fitted grid has been demonstrated. The encouraging results show that the effects of high Reynolds number boundary layers can be incorporated into a Cartesian
grid solver through coupling with a curvilinear solver or some other means to resolve viscous boundary layers.

Currently, several approaches for capturing the effects of viscous boundary layers within the framework of a Cartesian grid solver are under consideration. In general, a series of strategies with different levels of complexity can be adopted. The simplest way is to use a wall function approach, in which the velocity distribution near the wall is no longer a linear profile; instead, a non-linear profile given by a specific wall function can be used. The reader is referred to Bhushan et al. (2007) in this conference for applications of wall functions in our body-fitted grid solver for model- and full-scale ship flows. Using wall functions in Cartesian grids would render a body-fitted grid unnecessary. However, this approach would require very fine grids even for model-scale problems. A more general way is to use advanced wall-layer models on a body-fitted grid, such as solving the turbulent boundary layer equations or even RANS equations with given pressure gradients, which can be extrapolated from the Cartesian grid solution. Also, a coupled curvilinear/Cartesian grid method is proposed to combine the advantages of both Cartesian and body-fitted grids. Curvilinear grids are used to resolve high Reynolds number boundary layers for complex geometries, which are combined with Cartesian grids for the bulk of the flow both of which enable increased accuracy, speed, and scalability. Our ultimate goal is to use orthogonal curvilinear grid solvers coupled with Cartesian grid solvers. An additional advantage of using orthogonal curvilinear grids (Nikitin, 2006) instead of non-orthogonal ones is that the discretization of the governing equations is very similar to that in Cartesian grids, and therefore the implementation is greatly simplified and the overall efficiency close to that of Cartesian grid methods.

For turbulence modeling, a series of options ranging from one- and two-equation turbulence models, algebraic Reynolds stress model, and detached eddy simulation (DES) have been built into CFDShip-Iowa version 4 (Carrica et al., 2006 and Xing et al., 2007). Hybrid RANS/LES approaches like DES or more advanced methods can produce much better results in some flows than RANS models, with computational costs much lower than that of wall-layer resolved LES. Besides the capabilities for turbulence modeling available in CFDShip-Iowa version 4, we also propose to solve a one- or two-equation RANS model in the wall-layer, and solve the filtered Navier-Stokes equations with Lagrangian dynamic SGS model (Meneveau et al., 1996) on the bulk Cartesian grid. This approach is expected to result in an improvement over the original DES method. Work on the proposed wall-layer treatments, hybrid RANS/LES approaches, and improved interface tracking schemes is in progress. All these components will be built into CFDShip-Iowa version 6, such that all current/planned CFDShip-Iowa version 4 capabilities for 6DOF, environmental effects, propulsor modeling, thermal and salinity transport, shape optimization, high performance computing, and user interface will easily transition to version 6.
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Table 1 Test matrix

<table>
<thead>
<tr>
<th>Test</th>
<th>Model</th>
<th>$Fr$</th>
<th>Grid</th>
<th>Code type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F</td>
<td>0.267</td>
<td>F</td>
<td>Cartesian, NS</td>
</tr>
<tr>
<td>2</td>
<td>Wigley</td>
<td>0.267</td>
<td>C</td>
<td>Cartesian, NS</td>
</tr>
<tr>
<td>3</td>
<td>365</td>
<td>0.25</td>
<td>C+B</td>
<td>Body-fitted, RANS</td>
</tr>
<tr>
<td>5</td>
<td>5512</td>
<td>0.28</td>
<td>M</td>
<td>Semi-coupled, LES</td>
</tr>
</tbody>
</table>

Table 2 Grid details

<table>
<thead>
<tr>
<th>Grid name</th>
<th>Grid type</th>
<th>i</th>
<th>j</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>Cartesian, fine grid</td>
<td>512</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>M</td>
<td>Cartesian, medium grid</td>
<td>256</td>
<td>104</td>
<td>104</td>
</tr>
<tr>
<td>C</td>
<td>Cartesian, coarse grid</td>
<td>256</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>B</td>
<td>Body-fitted grid</td>
<td>161</td>
<td>79</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 3 Domain sizes

<table>
<thead>
<tr>
<th>Test</th>
<th>Axial</th>
<th>Spanwise</th>
<th>Vertical</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,4</td>
<td>-1≤z≤2.5</td>
<td>0≤y≤1.3</td>
<td>-0.845≤x≤0.045</td>
</tr>
<tr>
<td>2,3</td>
<td>-0.8≤z≤2.5</td>
<td>0≤y≤1.3</td>
<td>-0.8≤x≤0.04</td>
</tr>
<tr>
<td>5</td>
<td>-1≤z≤2.5</td>
<td>-0.72≤y≤0.72</td>
<td>-0.72≤x≤0.72</td>
</tr>
</tbody>
</table>

Figure 1: Grid topology and boundary conditions:
(a) Cartesian fine grid, (b) body-fitted grid with Cartesian coarse grid.
Figure 2: Wave field comparison of Cartesian fine grid NS solution (top) and experimental data (bottom).

Figure 3: Wave field comparison of Cartesian coarse grid NS solution (top) and body-fitted grid RANS solution (bottom).
Figure 4: Wave field comparison of Cartesian fine grid NS solution and experimental data: (a) instantaneous whole domain, (b) instantaneous bow region, (c) mean wake region.

Figure 5: Wave cuts at different cross planes.
Figure 6: Instantaneous vortical structures in air (a) and water (b).
Figure 7: $y^+$ distribution at the solution matching surface between body-fitted grid and Cartesian grid: 2D perspective at $x/L=0.935$ (top) and 3D perspective of bow and stern regions (bottom).
Figure 8: Wave field comparison of Cartesian LES solution (top) and experimental data (bottom).

Figure 9: Instantaneous vortical structures in air (a) and water (b).
Figure 10: Average velocity profiles (left) and RMS fluctuations (right) from Cartesian LES solution and experiments.