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Abstract. In the present paper an embedded-boundary formulation that is applicable to fluid structure interaction problems is presented. The Navier-Stokes equations for incompressible flow are solved on a fixed grid which is not aligned with the body. A corotational formulation is used to describe the dynamics of a body that moves through the fixed grid undergoing large-angle/large-displacement rigid body motions. A strong coupling scheme is adopted, where the fluid and the structure are treated as elements of a single dynamical system, and all of the governing equations are integrated simultaneously and interactively in the time-domain. A demonstration of the accuracy and efficiency of the method will be given for a variety of fluid/structure interaction problems.
1 INTRODUCTION

Numerical simulations of fluid flows interacting with dynamically moving boundaries are amongst the most challenging problems in computational mechanics. The main difficulty comes from the fact that the spatial domain occupied by the fluid changes with time, and the location of the boundary is usually an unknown itself that depends on the fluid flow and the solution of additional equations describing the motion/deformation of the body. There is only a limited number special cases where established boundary-conforming formulations can be directly applied to such problems with a relatively small overhead. The use of moving reference frames\(^8\), or coordinate transformations\(^{11,16}\) are characteristic examples. In more complex configurations formulations utilizing moving and/or deforming grids that continuously adapt to the changing location of the body have to be adopted (see for example [17, 15]). For problems that involve multiple bodies undergoing large motions and/or deformations, these algorithms are fairly complicated and have an adverse impact on the accuracy and efficiency of the fluid solvers.

Recently, non-boundary conforming formulations are increasingly gaining attention as tools to study fluid structure interaction problems (see [9] for a recent review). A common feature in these methods is the solution of the Eulerian form of the Navier-Stokes equations on a fixed grid, and tracking of the moving body in a Lagrangian fashion. Consequently, the grid lines and the surface of the body are almost never aligned. Their advantage compared to boundary-conforming formulations is that the need for regeneration and/or deformation of the grid is eliminated and in most cases efficient Cartesian solvers can be used. On the other hand, the imposition of boundary conditions on the moving body is not trivial, and a variety of strategies with different degrees of accuracy and complexity have been developed over the years. The 'immersed-boundary' formulation introduced by Peskin\(^{14}\), for example, uses a smooth forcing function to enforce velocity boundary conditions on elastic bodies. The forcing function can be directly derived from some constitutive law applicable to the elastic body under consideration. To the limit of rigid bodies, however, such laws are not well posed and the derivation of the forcing field can be problematic. To overcome this limitation, alternative strategies like the 'embedded-boundary' method\(^4\) have been developed. In this case a forcing function is also used to impose boundary conditions; it is not, however, specified in the continuous space by means of some physical arguments, but rather in the discrete space by directly requiring the solution to satisfy the boundary conditions. The approach can be fairly complex if the spatial discretization utilizes a large stencil, but it enforces boundary conditions with accuracy that is equivalent to that of boundary-conforming formulations.

Embedded-boundary formulations have been mainly used in simulations with stationary rigid bodies\(^{4,7,18,2}\). This is due to complications introduced to the temporal integration scheme by grid points that change phase (for example a point in the solid body can became a point in the fluid at the next timestep and vise-versa) as the boundary moves on the Eulerian grid. Recently Yang & Balaras\(^{22}\) proposed field-extension strategy that addresses this issue. Results on two-dimensional laminar flows and three-dimensional turbulent flows interacting with complex boundaries undergoing prescribed motions were in excellent agreement with reference experiments and simulations. In the present study a formulation that extends this
method to problems where there is a two way interaction between the fluid and the body, whose motion will be now determined by structural properties and the fluid forces, will be presented. Emphasis will be given on the coupling scheme which is critical for the accuracy and efficiency of the overall method. In particular, we will present a strong coupling scheme, where the fluid and the structure are treated as elements of a single dynamical system, and all of the governing equations are integrated simultaneously and interactively in the time-domain. The details on the numerical method will be given in the next section. A validation of the method will be given in the results section, where vortex induced vibrations in circular cylinders with one and two-degrees of freedom are considered. Conclusions and future recommendations will be given in the final section.

2 PROBLEM FORMULATION AND NUMERICAL METHODS

The governing equations for unsteady incompressible viscous flow are:

\[ \frac{\partial u_i}{\partial t} = -\frac{\partial u_j u_j}{\partial x_i} - \frac{\partial p}{\partial x_i} + \frac{1}{\text{Re}} \frac{\partial^2 u_i}{\partial x_j \partial x_j} + f_i, \]

(1)

\[ \frac{\partial u_i}{\partial x_i} = 0, \]

(2)

where \( x_i \ (i=1,2,3) \) are the Cartesian coordinates, \( u_i \) are the velocity components in the corresponding directions normalized by a reference velocity \( U \), and \( p \) is the pressure normalized by \( \rho U^2 \) with \( \rho \) the density of the fluid, and \( f_i \) represents a external body force field. The Reynolds number is defined as, \( \text{Re} = U L / \nu \), where is \( L \) a reference length scale and \( \nu \) the kinematic viscosity of the fluid.

The equation of motion that is generally governing the motion of a two-dimensional, elastically mounted body, oscillating in the \( (X-Y) \) plane has the from:

\[
M \ddot{x}(t) + C \dot{x}(t) + K x(t) = f \left[ x(t), \dot{x}(t), \ddot{x}(t) \right], \quad \forall \tau \in 0 \leq \tau \leq t
\]

(3)

where \( M \) is the mass matrix, \( C \) is the damping matrix, \( K \) is the stiffness matrix and \( f \) is the vector of generalized hydrodynamic forces per unit span, and \( x(t) = X_0(t)i + Y_0(t)j + \Theta(t)k \) is the vector of generalized structural displacements. Here, \( X_0(t) \) and \( Y_0(t) \) are the displacements of the center of mass of the body in the \( x \) and \( y \) directions, respectively, and \( \Theta(t) \) is the rotation around an axis perpendicular to the \( (X-Y) \) plane.

Equations (1) and (2) governing the dynamics of the fluid, and equation (3) governing the dynamics of the body need to be solved in a coupled manner. In the present study a strong coupling scheme is adopted, where the fluid and the structure are treated as elements of a single dynamical system, and all governing equations are integrated simultaneously in the time-domain. A fundamental complication with the application of a time-domain approach to two-way, fluid-structure interaction problems like the one described above, is that the prediction of the flow field and hydrodynamic loads
requires knowledge of the motion of the structure and vice-versa. To address this issue an iterative predictor-corrector scheme is adopted. It is based on Hamming's 4th-order, predictor-corrector method. Hamming's scheme was adapted to the present problem to avoid evaluating the hydrodynamic loads at fractional time steps and to accommodate hydrodynamic loads that are proportional to the acceleration (the so called added-mass effect). In the following paragraphs the fluid flow solver, the structural solver and the coupling scheme will be discussed in detail.

2.1 Fluid flow solver

The governing equations (1) and (2) are solved using a highly efficient fractional step method on a staggered Cartesian grid. All spatial derivatives are approximated using second-order central differences. The time advancement scheme is a second-order Adams-Bashforth scheme, where all terms in the right-hand-side (RHS) of momentum equations are advanced explicitly. The overall splitting scheme can be summarized as follows:

\[
\frac{\hat{u}_i^k - \hat{u}_i^{k-1}}{\Delta t} = \text{RHS}_i^k + f_i^k, \\
= -\frac{3}{2} H(u_i^{k-1}) + \frac{1}{2} H(u_i^{k-2}) - \frac{\partial p_i^{k-1}}{\partial x_i} + f_i^k, \\
\]

\[
\frac{\partial^2 \phi^k}{\partial x_i \partial x_j} = \frac{1}{\Delta t} \frac{\partial \hat{u}_i^k}{\partial x_i}, \\
\]

\[
u_i^k = \hat{u}_i^k - \Delta t \frac{\partial \phi^k}{\partial x_i}, \\
\]

\[
p_i^k = p_i^{k-1} + \phi_i^k 
\]

where \(k\) is the timestep index, \(\hat{u}_i^k\) is the intermediate velocity, \(\phi\) is the pressure correction, \(H\) is a spatial operator containing the convective and viscous terms, \(f_i^k\) is the discrete forcing function used to impose boundary conditions on an arbitrary immersed boundary that does not coincide with the underlying grid and \(\Delta t\) is the time step.

An immersed body moving on the fixed Cartesian grid is tracked in a Lagrangian manner using a series of marker particles. After establishing the grid-interface relation, all Cartesian grid nodes are split into the three categories shown in Fig. 1a.: (1) fluid-points, which are points in the fluid phase; (2) forcing points, which are grid points in the fluid phase with one or more neighboring points in the solid phase; (3) solid-points, which are points in the solid phase. The details on the tracking scheme and tagging procedure can be found in [2]. The Navier-Stokes solver described in the previous paragraph is applied on all points of the Eulerian grid as if the fluid/solid interface is not present. The effect a moving solid body on the flow is introduced through the discrete forcing function, \(f_i\). It is computed only at the
forcing points by substituting \( \hat{u}_i^k \) with \( u_{\Psi} \) in equation (4) and solving for \( f_i \):

\[
f_i^k = \frac{u_{\Psi} - u_i^{k-1}}{\Delta t} - RHS_i^k,
\]

In the special case where the interface and the forcing point coincide, \( u_{\Psi} \) is simply the local velocity on the rigid body, and therefore the boundary condition one wishes to enforce. In the general case, however, the points on the Eulerian grid and the interface almost never coincide and \( u_{\Psi} \) has to be computed using some interpolation strategy. An example is shown in Fig. 1b, where the velocity at the forcing point is computed by means of linear interpolation that involves the projection of the forcing point on the interface (point 1 in Fig. 1b) and two points in the fluid phase (points 2 and 3 in Fig. 1b). In the general case the velocity or any variable, \( \phi \), in the two-dimensional space can be written as follows:

\[
\phi = b_1 x + b_2 y
\]

The coefficients \( b_1, b_2, \) and \( b_3 \) in Eq. (9) can be found by solving the following system:

\[
\begin{bmatrix}
   b_1 \\
   b_2 \\
   b_3
\end{bmatrix} = \mathbf{A}^{-1} \begin{bmatrix}
   \phi_1 \\
   \phi_2 \\
   \phi_3
\end{bmatrix} = \begin{bmatrix}
   1 & x_1 & y_1 \\
   1 & x_2 & y_2 \\
   1 & x_3 & y_3
\end{bmatrix}^{-1} \begin{bmatrix}
   \phi_1 \\
   \phi_2 \\
   \phi_3
\end{bmatrix}
\]

where \( (x_1, y_1), (x_2, y_2), \) and \( (x_3, y_3) \) in the 3×3 matrix \( \mathbf{A} \) are the coordinates of the three points in the interpolation stencil shown in Fig. 1b. The inversion of matrix, \( \mathbf{A} \), at every forcing point is performed every time the location of the interface is updated. Higher-order reconstructions for both Dirichlet and Neumann boundary conditions can be achieved in a straightforward manner using the same overall procedure (see for example [18]). The above solver has been extensively tested for a variety of laminar and turbulent flow problems involving stationary and moving immersed boundaries with prescribed motion with results in excellent agreement with reference computations and experiments\(^{2,22}\).

### 2.2 ODE Solver and strong coupling scheme

Equation (3) can be rewritten in non-dimensional form, as a system of \( 2n \) first-order, non-linear, ordinary-differential equations (\( n \) is the number of degrees-of-freedom of the structure) as follows:

\[
\dot{\mathbf{y}}(t) = \mathbf{F}[\mathbf{y}(\tau), \dot{\mathbf{y}}(\tau)], \quad \forall \tau \in [0, \tau_f] \leq t,
\]

where half of the vector \( \mathbf{F} \) represents generalized velocities and the other half represents generalized forces divided by the corresponding inertias. In general the loads depend explicitly on \( \mathbf{y} \), and implicitly on the history of the motion and the acceleration of the structure. Hamming's 4th-order, predictor-corrector method is used to integrate equation (11)
in the time domain. The details of the basic numerical procedure used to determine the current value of the vector \( y \) are given next:

1. Let \( t_j = j\Delta t \) denote the time at the \( j \)-th time step, where \( \Delta t \) is the time-step size used to obtain the numerical solution, and
\[
y'(t_j), \quad \dot{y}'(t_j), \quad F' = F\left(y(t_j), \dot{y}(t_j)\right)
\] (12)

2. Compute the predicted solution, \( p_y' \), and modify it, \( 1_y' \), using the local truncation error, \( e^{j-1} \), from the previous time step:
\[
p_y'y^{j-1} + \frac{4}{3}\Delta t\left(2F^{j-1} - F^{j-2} + 2F^{j-3}\right), \quad 1_y'y^j = p_y'y + \frac{112}{9}e^{j-1}
\] (13)

3. Correct the modified, predicted solution by:
\[
k^+y^j = \frac{1}{8}\left[9y^{j-1} - y^{j-3} + 3\Delta t\left(k^Fj + F^{j-1} - F^{j-2}\right)\right]
\] (14)

where \( k^Fj = F\left(k^y^j\right) \) and \( 1_k^j = p_1^j \). \( k \) is the iteration index. Convergence is achieved when the iteration error, \( e^j = \|k^+y^j - k^jy^j\| \), is less than a prescribed tolerance \( \varepsilon \).

4. Compute the local truncation error, \( e^j \), and the final solution, \( y^j \), at step \( j \) and advance to the next timestep:
\[
e^j = \frac{9}{121}\left(k^+y^j - p_y'y\right), \quad y^j = k^+y^j - e^j
\] (15)

Note that in the above procedure information from four previous timesteps is required. Therefore, starting from the initial conditions, Euler, Adams-Moulton, and Adams-Bashforth methods were used.

The fluid solver described in Section 2.1 is coupled to the structural solver as follows:

1. Find the predicted location and velocity of the body using equation (13).
2. Find the predicted fluid velocity and pressure fields using equations (4)-(7) with the boundary conditions provided by step 1. Then, compute the resulting loads on the structure.
3. Compute the new location and velocity of the body using equation (14).
4. Check for convergence. If \( e^j \) is greater than the prescribed tolerance, \( \varepsilon \), repeat steps 2 to 4. If convergence is achieved goto step 5.
5. Find final position and velocity of the body using equation (15), and the final fluid pressure and velocity fields from equations (4)-(7).
In all computations reported in this study a tolerance of $\varepsilon = 10^{-8}$ was used. The number of iterations required for convergence at each time step varied from 2 to 6 depending from the stiffness of the problem.

3 RESULTS

Vortex-induced vibrations of circular cylinders is a problem that has been extensively studied both experimentally and numerically (see [20] for a recent review), and will be used in the present study to evaluate the accuracy and efficiency of the proposed methodology. Initially two different configurations of a single cylinder are considered: 1. free oscillations in the cross-stream direction (one degree-of-freedom); 2. free oscillations in both the streamwise and cross-stream directions (two degrees-of-freedom). For both cases the selected parametric space is as close as possible to well documented laminar two-dimensional flow problems in the literature. Finally to demonstrate the efficiency and robustness of the proposed approach, test problems involving and array of freely oscillating cylinders are presented.

3.1 Free vertical oscillations

For a cylinder freely oscillating in the cross-stream direction, $Y$, which is modeled as mass-damper-spring system, the non dimensional form of equation (3) becomes:

$$\ddot{y} + 2\zeta \left( \frac{2\pi}{U_{red}} \right) \dot{y} + \left( \frac{2\pi}{U_{red}} \right)^2 y = \frac{1}{2\pi} C_L,$$

(16)

where $y = Y_0/D$ is the non-dimensionalized vertical displacement, $\zeta = c/2\sqrt{km}$ is the viscous damping ratio, $C_L = f_L/(1/2\rho DU_{\infty}^2)$ is the lift force coefficient, $n = m/\rho D^2$ is the mass ratio with $\rho$ the fluid density, and $U_{red} = U_{\infty}/f_u D$ is the reduced velocity with $f_u = \frac{1}{\pi\pi} \sqrt{k/m}$ the natural vibrating frequency of the structure. In the above $m$ is system mass, $c$ the damping coefficient, $k$ the spring constant, $Y_0$ the transverse displacement of the system centroid, and $f_u$ the instantaneous lift force on cylinder. Note that the same reference scales as in the Navier-Stokes equations (the cylinder diameter, $D$, and the freestream velocity, $U_{\infty}$) were used to obtain the dimensionless form of the equations.

The parametric space was selected to match the experiment by Anagnostopoulos and Bearman\textsuperscript{1}, which has been used for validation in several other numerical simulations (see for example [12,19,15,8]). The mass ratio was set to $n = 117.10$ and damping ratio to $\zeta = 0.0012$. A sketch of the computational domain is given in Fig. 2a. The inflow boundary is located $10D$ upstream of the cylinder where a uniform velocity is specified. At the outflow boundary, located $30D$ downstream of the cylinder, a convective boundary conditions is used\textsuperscript{13}. Radiative boundary conditions are used in both the freestream boundaries.
number of grid points in all computations was \(320 \times 240\) in streamwise and transverse directions, respectively. The grid was stretched in both directions and the resulting resolution near the cylinder was approximately \(0.02D \times 0.02D\). A detail of the grid is shown in Fig. 2b. A constant time step of \(0.005D/U_\infty\) was used for all cases.

For all cases the flow over a stationary cylinder for the same Reynolds number was initially computed. Then, the cylinder was allowed to move freely. Integration in time was performed until a periodic state of constant maximum amplitude was reached. The large mass ratio of this system makes the problem fairly stiff and very long integration times were necessary in all cases. In the lock-in regime and for the low Reynolds number, one can observe a monotonically growing oscillation amplitude (see Fig. 3a). Approximately 2500 non-dimensional time units were necessary for a periodic state to be achieved. As the Reynolds number increases in the lock-in regime the amplitude stops to increase monotonically (see Fig. 3b). Over time, however, it also approaches a periodic state of lower maximum amplitude. Outside the lock-in regime there is a drastic change in the vibration amplitude which is modulated and has a very small magnitude as shown in Fig. 3c for \(Re = 90\). In this case the cylinder oscillation frequency is \(f_c = 0.165\), which is very close to vortex shedding frequency of the fixed cylinder at this Reynolds number.

The maximum oscillation amplitude and the corresponding frequency is shown in Fig. 4 as a function of the Reynolds number. The experimental results in [1] and previous computations [12,19,15,8] have been added for comparison. All reference computations have been conducted using boundary conforming formulations. In particular, Nomura\textsuperscript{12} and Wei et al.\textsuperscript{19} used and arbitrary Lagrangian Eulerian (ALE) finite element formulation, where the computational grid is deformed/regenerated every time the location of the cylinder changes to conform to the body at all times. A similar strategy was used by Schulz and Kallinderis\textsuperscript{15} in the framework of a finite-volume formulation. Li et al.\textsuperscript{8} used a highly accurate spectral element method with a translating frame of reference to avoid the tedious process of grid regeneration. As shown in Fig. 4a all simulations agree on the critical Reynolds number for lock-in, which is however, lower compared to the one reported in the experiment. The corresponding values are approximately \(Re \sim 90\) in the simulations and \(Re \sim 103\) in the experiment. Schulz and Kallinderis\textsuperscript{15} speculated that this difference could be due three-dimensional effects induced by the absence of end-plates in the experimental apparatus.

In all different data sets the maximum vibration amplitude in the lock-in regime appears at the lowest Reynolds number as shown in Fig. 4b. Discrepancies, however, can be observed regarding actual values of the amplitude, \(A/D\). In general, all simulations tend to under-predict the values of \(A/D\) reported in the experiment. Our results are in good agreement with the highly accurate spectral element computations reported in [8]. An extensive grid refinement study, however, remains to be performed to establish the grid independency of our solutions. The vorticity and pressure contours for the case of maximum amplitude in the lock-
in regime ($Re = 95$) is shown in Fig. 5. The smoothness of the pressure and vorticity fields near the cylinder are indicative of the accuracy of the proposed formulation. Also, the expected $2S$ mode pattern (two single vortices per cycle of motion) can be seen in the wake, which is in agreement with the observations in [21].

3.2 Free oscillations in the X-Y plane

Although in many practical problems cylindrical structures have the same mass ratio and natural frequency in both the $X$ and $Y$ directions, far fewer studies have been conducted with the cylinder oscillating in the X-Y plane. This is partially due to the fact that early experiments did not show significantly different response characteristics compared to cylinders undergoing oscillations in the vertical direction only. Recently, however, Jauvtis and Williamson in their water channel experiments at Reynolds numbers ranging from 1,000 to 15,000, reported a new response branch that involves substantial oscillation amplitudes in the streamwise direction when the mass ratio is very low ($n \sim 2.5$). In the laminar flow regime, which is the focus of the present work, such a dramatic change in the response of the system would be probably absent as indicated by a few two-dimensional numerical simulations at low Reynolds numbers (see for example [10], [23]). To further investigate this issue and also establish the efficiency and accuracy of the proposed formulation we conducted a number of numerical experiments of freely oscillating cylinders in the X-Y plane at a fairly wide parametric space. We kept the Reynolds number, mass ratio, and dumping ratio - $200 \times Re$, $n = 2.04$ and $\zeta = 0.00425$ respectively- constant, and varied the reduced velocity, $U_{rod}$, from 1 to 11. This way we covered approximately the same range as in the experiments in [6], at a much lower Reynolds number.

The computational box and boundary condition set-up is similar to the one used for the vertically oscillating cylinder. The grid has been modified, however, to ensure appropriate resolution in a wider range. The number of grid points in all computations was $400 \times 360$ in streamwise and transverse directions respectively, resulting in near cylinder resolution of approximately $0.02D \times 0.02D$ (same as the one-degree-of-freedom case above). As for the previous case, in all computations the corresponding stationary cylinder problem was first solved and then free vibrations in both directions were allowed. Due to the low mass ratio in this case, a stable periodic state was achieved much faster compared to the previous problem.

Figure 6 shows the oscillation frequency, transverse oscillation amplitude, and the streamwise oscillation amplitude as function of the reduced velocity. A lock-in regime ranging from approximately $4 < U_{rod} < 6$ is evident. In this regime the transverse oscillation amplitude is fairly high, but always below the 0.6 limit for laminar flows discussed in [20]. The streamwise amplitude is lower by a factor of 10 in agreement with previous computations. Also, the oscillation frequencies are approximately equal to the natural oscillation frequency of the structure. On the same figure we added the corresponding results from the one-degree-of-freedom case reported in the previous section. Qualitatively the response of the two
systems is similar. The one-degree-of-freedom case, however, has narrower lock-in range with a lower maximum amplitude, which is probably due to the higher mass ratio and differences in the Reynolds numbers.

The X, Y trajectories of the cylinder center for the case with the largest amplitude ($U_{red} = 4.1$) are shown in Fig. 7a. Both trajectories are approximately sinusoidal leading to the well known figure-eight type of motion shown in Fig. 7b. The corresponding force coefficients on the other hand, deviate from the sinusoidal variation resulting in the complex pattern shown in Fig. 8. This is a result of the streamwise motion and is similar to corresponding plots reported in [6]. Finally, in Fig. 9 isolines of the vorticity and pressure are shown at one instant during the cycle for the case of $U_{red} = 4.1$. The $2S$ vortex pattern is evident.

4 SUMMARY

In the present paper an embedded-boundary formulation that is applicable to fluid structure interaction problems is presented. The Navier-Stokes equations for incompressible flow are solved on a fixed grid and the body is tracked in a Lagrangian reference frame. A strong coupling scheme is presented, where the fluid and the structure are treated as elements of a single dynamical system, and all of the governing equations are integrated simultaneously, and interactively in the time-domain. Results presented for cases of vortex induced vibrations in a circular cylinder were in good agreement with reference data in the literature.
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Figure 1: (a) Tagging of grid nodes on the Eulerian grid according to their location relative to the fluid/solid interface indicated by the dashed line; ○ solid points; □ fluid points; △ forcing points. (b) Example of a linear local reconstruction stencil involving the projection of the forcing point to the interface (point 1) and two fluid points (points 2 and 3).

Figure 2: Problem set-up for the free vibrating cylinder in the cross-stream direction. (a) Sketch of the computational domain; (b) close-up of grid near the cylinder (every five points are shown).
Figure 3: Time history of the displacements for the freely vibrating cylinder in the cross-stream direction. (a) and (b) are Reynolds number in the lock-in regime; (c) is outside the lock-in regime.
Figure 4: Comparison of: (a) frequency of the oscillation $f/f_N$; (b) maximum oscillation amplitude $A/D$, as a function of the $Re$ number. • present computations; --- experiment in [1]; ◊ computation in [12]; * computation in [19]; □ computation in [15]; Δ computation in [8].
Figure 5: Freely vibrating cylinder in the cross-stream direction.
(a) Spanwise vorticity isolines; (b) pressure isolines $Re = 95$, $U_{ref} = 5.29$. 
Figure 6: The oscillation frequency, transverse oscillation amplitude and streamwise oscillation amplitude as functions of reduced velocity. □ two-degrees-of-freedom; * one-degree-of-freedom.
Figure 7: Freely vibrating cylinder in the $(X-Y)$ plane during lock-in. (a) Time history of the displacements, --- $x$-direction and --- $y$-direction; (b) final, periodic displacement pattern. $Re = 200, U_{rel} = 4.1$.

Figure 8: Phase plots for the lift and drag coefficients. (a) One-degree-of-freedom, $Re = 95, U_{rel} = 5.1$; Two-degrees-of-freedom, $Re = 200, U_{rel} = 4.1$. 
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Figure 9: Freely vibrating cylinder in the $X-Y$ plane. (a) Spanwise vorticity isolines; (b) pressure isolines. $Re = 200$, $U_{rod} = 4.08$. 