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Chapter 5: Energy Decay in Isotropic Turbulence 

Part 2: Modes of Isotropic Decay and Self-Similarity  

Additional assumptions are required to close the equations derived for the decay 

of isotropic turbulence. The interest is in the decay at both the low and high 

turbulent Reynolds number  𝑅𝑇 =
𝑘2

𝜈𝜀
 =

√𝑘𝑘3/2/𝜀

𝜈
 limits.  Several theories, but all 

result in a power law in time for the decay process, i.e.,  

 

𝑘~(𝑡 − 𝑡0)
−𝑛 

 

where 𝑡0 represents a virtual time origin. For very low RT (final period of decay), 

vortex stretching can be neglected and the solution to the simplified k,  equations 

along with the solution of the Karman-Howarth equation for 𝑓(𝑟, 𝑡) shows that 

𝑘 follows a 𝑡−5/2 power law. 

 

For High 𝑅𝑇, vortex stretching cannot be neglected and 𝑛 and other statistical 

quantities depend on different theories: 

 

1) Full or partial similarity: for high 𝑅𝑇, 𝑘~𝑡−1 

2) Saffman: for high 𝑅𝑇, 𝑘~𝑡−6/5 

 

Validation requires data for −𝑛 and other flow statistics; however, many difficulties 

obtaining archival EFD and DNS for homogeneous isotropic turbulence: finite 

domain, anisotropy, and initial conditions.  
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Since isotropic decay assumes homogeneous conditions over all space, there is no 

externally imposed geometric length scale. For self-similarity 𝐿 = 𝐿(𝑡) such that 

multi-point velocity correlation functions retain the same form independent of 

time.  

 

While there is no externally imposed length scale on the isotropic decay process; 

nonetheless; the turbulence has two intrinsic length scales associated with the 

isotropic motion, i.e., (1) scales in the dissipation range depending on viscosity and 

(2) integral length scales of the turbulence associated with the larger energy 

containing eddies.  The presence of two length scales causes difficulties in obtaining 

similarity solutions. Early research used the Taylor integral length scale 𝛬 in seeking 

self-similarity, but later greater success was found using the Taylor micro scale 𝜆.  

 

The Taylor micro scale is the only similarity length scale that can yield complete 

self-preserving solutions to the full viscous equations of motion for isotropic 

turbulence.  For similarity: 

𝑓(𝑟, 𝑡) = 𝑓 (
𝑟

𝐿(𝑡)
= 𝜂) =

𝑢(𝑥, 𝑡)𝑢(𝑥 + 𝑟, 𝑡)

𝑢2
     (1𝑎) 

𝑘(𝑟, 𝑡) = �̃� (
𝑟

𝐿(𝑡)
= 𝜂) =

𝑢(𝑥, 𝑡)𝑢(𝑥, 𝑡)𝑢(𝑥 + 𝑟, 𝑡)

𝑢𝑟𝑚𝑠
3     (1𝑏) 

 

Where 𝜂 = 𝑟/𝐿(𝑡) is the similarity variable.   The turbulent decay exhibits complete 

self-similarity, i.e., self-preserving if scaling holds for all 𝑟 or partial/incomplete if 

only holds for limited range of 𝑟 or for limited ranges of 𝑅𝜆.  Note that as a direct 

consequence of self-similarity 𝑓(𝜂) and �̃�(𝜂) are not 𝑓(𝑡). 

 

Under the assumption of complete similarity, the decay becomes solvable albeit 

with some unresolved issues especially regarding the entire decay process. 
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Recall definitions from Chap. 2, 

 

𝜆𝑓 = √2𝜆𝑔     (2) 

 

𝜆𝑓
2 = −2/𝑓′′(0) 

Therefore (𝑓′ = 𝑓′/𝐿; 𝑓′′ = 𝑓′′/𝐿2): 

𝜆𝑓
2/𝐿2 = −2/𝑓′′(0) 

 

Where 𝑓′′(0) ≠ 𝑓(𝑡) according to Eq. (1a), i.e., 𝑓 (
𝑟

𝐿(𝑡)
= 0) is not a function of 

time.  Thus, 

 

 

𝜆𝑓
2 ∝ 𝐿2 

 

and can assume 𝐿 = 𝜆𝑔, using Eq. (2).  Similarly, using the relation 

 

𝑘′′′(0) = −𝑆𝑘 (
𝜀

15𝑢2𝜈
)

3/2

 

 

Substituting 𝜀 =
15𝑢2𝜈

𝜆𝑔
2  and assuming self-similarity (𝑘′ = �̃�′/𝐿; 𝑘′′ = �̃�′′/𝐿2) yields 

�̃�′′′(0)

𝜆𝑔
3 = −𝑆𝑘 (

15𝑢2𝜈

15𝑢2𝜈

1

𝜆𝑔
2)

3
2

= −
𝑆𝑘

𝜆𝑔
2 

 

−𝑆𝑘 = �̃�′′′(0) 

Similarly, starting from  

𝑓𝐼𝑉(0) = 𝐺 (
𝜀

15𝑢2𝜈
)

2
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The following relation is obtained,  

𝑓𝐼𝑉(0)

𝜆𝑔
4 = 𝐺 (

15𝑢2𝜈

15𝑢2𝜈

1

𝜆𝑔
2)

2

=
𝐺

𝜆𝑔
4 

 

𝐺 = 𝑓𝐼𝑉(0) 

 

 

i.e., 𝑆𝑘 and 𝐺 are constant during self-similar decay. This is a direct consequence of 

the self-similarity hypothesis, and it is the reason why the GDE represent a closed 

system of equations, under self-similarity: 

 
𝑑𝑘

𝑑𝑡
= −𝜀 

𝑑𝜀

𝑑𝑡
= 𝑆𝑘0

∗ 𝑅𝑇
1/2 𝜀

2

𝑘
− 𝐺0

∗
𝜀2

𝑘
     (3) 

 

 

where 𝑆𝑘0
∗  and 𝐺0

∗ are constants provided by assigned values based on experiments 

or DNS.  Alternatively, can solve single equation for 𝑅𝑇
∗ (𝜏) = 𝑅𝑇(𝑡) = 𝑘

2(𝑡)/𝜈𝜀(𝑡) 

 
𝑑𝑅𝑇

∗

𝑑𝜏
= 𝑅𝑇

∗(𝐺0
∗ − 2 − 𝑆𝑘0

∗ √𝑅𝑇
∗ )     (4) 

 

From an initial state with 𝑅𝑇
∗ (0) ≫ 1 to a time when 𝑅𝑇

∗ ≪ 1. 

 

Part 3 uses assigned values of 𝑆𝑘0
∗  and 𝐺0

∗ to solve the K-H equations for 𝑓 and �̃� for 

the final decay, which are used below to confirm the assigned values showing that 

assigning either 𝑆𝑘0
∗  and 𝐺0

∗ or 𝑓 and �̃� are equivalent. 
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Fixed Point Analysis 

Consider solutions for 
𝑑𝑅𝑇

∗

𝑑𝜏
= 0, i.e., 𝑅𝑇

∗ = constant, which are “attracting” solutions 

in dynamical sense such that the IC 𝑅𝑇0
∗  converges towards 𝑅𝑇∞

∗  solutions as 𝑡 → ∞.        

 

Dynamical system theory indicates that even for 𝐺0
∗ and 𝑆𝑘0

∗  functions of time, fixed 

point solutions are stable nodes, which implies that the solutions of the 𝑘 and 𝜀 

equations are unaffected by small changes in 𝐺∗ and 𝑆𝑘
∗ during the isotropic decay. 

 

Fixed points 𝑅𝑇∞
∗  are solutions of  

𝑅𝑇∞
∗ (𝐺0

∗ − 2 − 𝑆𝑘0
∗ √𝑅𝑇∞

∗ ) = 0    (5) 

which is satisfied by either, 

𝑅𝑇∞
∗ = 0    (6) 

or 

𝑅𝑇∞
∗ = (

𝐺0
∗ − 2

𝑆𝑘0
∗ )

2

     (7) 

 

Solutions beginning with IC 𝑅𝑇
∗ (0) will move toward one or the other depending 

on the value of 𝐺0
∗. 

 

Eq. (6) is reached for all IC if  𝐺0
∗ ≤ 2.  Whereas Eq. (7) is reached for all IC if 𝐺0

∗ >

2.  As is evident from Eq. (4). 

 

Since for 𝐺0
∗ < 2 RHS of Eq. (4) is negative, 𝑅𝑇

∗  must decay to zero, whereas for 

𝐺0
∗ > 2 the RHS is positive for 𝑅𝑇0

∗ < 𝑅𝑇∞
∗  and negative for 𝑅𝑇0

∗ > 𝑅𝑇∞
∗ .  In either 

case the RHS will raise or lower 𝑅𝑇
∗  until it converges to 𝑅𝑇∞

∗ . 

 

The two fixed-point solutions represent different equilibrium states of isotropic 

turbulence decay. 
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Note that for 𝐺0
∗ > 2 the decay process cannot achieve 𝑅𝑇∞

∗ = 0; therefore, it is 

implied that self-similarity throughout the entire decay process is not feasible, 

which is likely due to using 𝐿 = 𝜆, since 𝜆 cannot characterize turbulence at larger 

scales, where anisotropy is important and 𝛬 is more relevant.  

 

Note that even though 𝑅𝑇∞
∗ =

𝑘∞
2

𝜈𝜀∞
= constant, i.e., not 𝑓(𝑡) during fixed point 

analysis 𝑘 and 𝜀 are 𝑓(𝑡) but must decay such that 𝑅𝑇
∗ = constant. 

 

Final Period of Isotropic Decay (also see Pope Ex. 6.10) 

Fixed point (equilibrium solution) 𝑅𝑇∞
∗ = 0 is the end point of the decay process, in 

which there is no motion. Near this end point 𝑅𝑇𝑜 = 𝑘0
2/𝜈𝜀0 ≪ 1, but ≠ 0 and it is 

of interest to examine the properties of turbulence in this weakened condition.  

 

Rewriting Eq. (3) (
𝑑𝜀

𝑑𝑡
= 𝑆𝑘0

∗ 𝑅𝑇

1

2 𝜀
2

𝑘
− 𝐺0

∗ 𝜀
2

𝑘
) in the form, 

 

          
𝑑𝜀

𝑑𝑡
= (

𝑆𝑘0
∗ 𝑅𝑇

1/2

𝐺0
∗ − 1)𝐺0

∗ 𝜀
2

𝑘
     (8) 

 

 

 

For 

𝑆𝑘0
∗ 𝑅𝑇

1/2

𝐺0
∗ ≪ 1     (9) 

 

vortex stretching is negligible.  Note that, 

 

𝑅𝑒𝑇 =
𝑘2

𝜈𝜀
=
3

20
𝑅𝜆
2       (𝑅𝜆 =

𝜆𝑔𝑢𝑟𝑚𝑠

𝜈
) 

Vortex 

stretching 
Dissipation of 

dissipation 

stretching 
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Low 𝑅𝑒𝑇  experiments measured 𝑆𝑘 ≈ 0.5 and 𝐺 ≈ 3, so that 𝑆𝑘0
∗ ≈ 0.3 and 𝐺0

∗ ≈

1.4 < 2.  Using these values in Eq. (9) yields, 

 

0.3 × 𝑅𝑇

1
2

1.4
= 0.21√𝑅𝑇 = 0.21 × 0.32 = 0.07 

 

Note that the above estimates for 𝑆𝑘0
∗  and 𝐺0

∗ are only used to confirm Eq. (9), i.e., 

the vortex stretching term can be neglected. 

 

Therefore, for 𝑅𝑇0 < 0.1, i.e., in the vicinity of 𝑅𝑇∞ = 0, the coupled equations for 

𝑘 and 𝜀 reduce to 

 
𝑑𝑘

𝑑𝑡
= −𝜀     (10) 

 

𝑑𝜀

𝑑𝑡
= −𝐺0

∗
𝜀2

𝑘
     (11) 

 

 

These have the exact solutions, 

 

𝑘

𝑘0
= (1 +

𝑡

𝛼𝑇𝑡0
)

−𝛼

 

𝜀

𝜀0
= (1 +

𝑡

𝛼𝑇𝑡0
)

−1−𝛼

 

 

 

 

 

 

 

for 𝑅𝑇 = 0.1 
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where,  

 

𝛼 =
1

𝐺0
∗ − 1

= 𝑓( 𝐺0
∗)   (12) 

 

and 𝑘0, 𝜀0 and 𝑇𝑡0 = 𝑘0/𝜀0 are the initial values of the flow properties, i.e., IC.  

After 𝑡 advances several multiples of 𝑇𝑡0 , such that 𝑡/(𝛼𝑇𝑡0) ≫ 1, the solution 

simplifies to  

 

𝑘~𝑡−𝛼     (13) 

𝜀~𝑡−1−𝛼     (14) 

 

Thus, for 𝐺0
∗ < 2, so that 𝛼 > 1, and 𝑅𝑇0 small, the self-similar solution for 𝑘 and 𝜀 

consists of power laws with exponent depending on 𝐺0
∗, which still needs to be 

determined. 
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EFD and theory (solution isotropic/self-similar Karman-Howarth equation using 

assigned value for 𝐺0
∗, as per Section 5.6; and other solution approaches) shows 

that 𝑓 is Gaussian in the final period of decay: 

 

𝑓(𝑟, 𝑡) = 𝑒
−
𝑟2

2𝜆𝑔
2
=
𝑢(𝑥, 𝑡)𝑢(𝑥 + 𝑟, 𝑡)

𝑢2
     (15) 

 

 

And substituting this relation into 

 

𝐺 = 𝑓𝐼𝑉(0) 

Yields 

𝐺 = 3 

So that 

𝐺0
∗ = 7/5 

 

and 𝛼 = 5/2, according to Eq. (12). Using Eq. (13), 𝑘 obeys a -5/2 decay law in the 

final period if the decay is self-similar.  

 

 

Using 𝛼 = 5/2 and 𝑘0 and 𝜀0 IC: 

 

𝑘 = 𝑘0 (1 +
5𝑡

2𝑇𝑡0
)

−5/2

≈
5𝑘0
2𝑇𝑡0

𝑡−
5
2  

𝜀 = 𝜀0 (1 +
5𝑡

2𝑇𝑡0
)

−7/2

≈
5𝜀0
2𝑇𝑡0

𝑡−7/2  

 

 

 

𝐺∗ =
7

15
𝐺 

 

 𝑡 ≫ 𝑇𝑡0 

𝑡 ≫ 𝑇𝑡0 
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Fig. 5.2 shows EFD for grid turbulence with mesh spacing 𝑀.  Decay time 𝑡 =

𝑥1/𝑈𝑚, where 𝑈𝑚 represents the mean velocity and 𝑥1 the distance along the wind 

tunnel.  

Linear behavior of (𝑈𝑚
2 /𝑢2)

2/5
 indicates that 𝑢2 satisfies a -5/2 decay law, and 

therefore, so will 𝑘 for isotropic turbulence.  It is concluded that the equilibrium 

solution associated with 𝑅𝑇∞
∗ = 0 when 𝐺0

∗ = 7/5 is consistent with EFD.   

 

 As per Chapter 4 Part 3, 

 

𝜆𝑔
2 =

10𝜈𝑘

𝜀
 

 

 

Saffman theory: 

-3/2 decay law using same 

data and different virtual 

origin. Increase λ final 

decay makes EFD and DNS 

difficult. 

(From 𝜀 =
15𝜈𝑢2

𝜆𝑔
2  with 𝑘 =

3

2
𝑢2) 
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Substituting Eqs. (13) and (14) shows that in the final period  

 

𝜆2~𝑡 

 

Where 𝜆 can be either 𝜆𝑔 or 𝜆𝑓, so that 𝜆 ∝ √𝑡, i.e., grows √𝑡 with explanation that 

small-scale motions vanish faster than large-scale motions, causing the scale of the 

surviving turbulence to increase. As the flow relaminarizes, 𝑓(𝑟) → 1 and 𝜆 → ∞, 

as per Fig. 5.2, where 𝜆𝑓 varies linearly with 𝑥1. 

 

Also, since  

𝑔 = 𝑓 +
𝑟

2
𝑓′ 

The following is obtained, 

𝑔(𝑟, 𝑡) = (1 −
𝑟2

2𝜆𝑔
2) 𝑒

−
𝑟2

2𝜆𝑔
2
 

Which is < 0 for 𝑟 > √2𝜆𝑔. 

For small 𝑅𝑇 → 𝐺0
∗ < 2, the 𝑅𝑇∞

∗ = 0 solution shows reasonable physics. However, 

this is not the case for large 𝑅𝑇 since solutions for 𝐺0
∗ < 2 and large 𝑅𝑇0  display non-

physical results.  

 
𝑑𝑅𝑇

∗

𝑑𝜏
= 𝑅𝑇

∗ (𝐺0
∗ − 2 − 𝑆𝑘0

∗ √𝑅𝑇
∗) 

 

Note in this case since 𝑅𝑇0 large and 𝑆𝑘0
∗  cannot be neglected, 

𝑑𝑅𝑇
∗

𝑑𝜏
≠ 0, i.e., not a 

fixed-point solution. 
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Exact solution 

𝑅𝑇
∗ = 𝑅𝑇0

∗

[
 
 
 

(𝐺0
∗ − 2)exp((𝐺0

∗ − 2)𝜏/2)

𝐺0
∗ − 2 − 𝑆𝑘0

∗ √𝑅𝑇0
∗ (1 − exp((𝐺0

∗ − 2)𝜏/2))
]
 
 
 
2

     (16) 

 

When 𝐺0
∗ ≠ 2, and 

𝑅𝑇
∗ = 𝑅𝑇0

∗ [
1

1+𝑆𝑘0
∗ √𝑅𝑇0

∗ 𝜏/2
]

2

    (17) 

 

when 𝐺0
∗ = 2. When 𝐺0

∗ < 2, 𝑅𝑇0
∗  is large, and if 𝜏 is large enough, Eq. (16) gives, 

 

𝑅𝑇
∗~𝑒(𝐺0

∗−2)𝜏 

 

i.e., 𝑅𝑇
∗  will gradually decrease no matter how large 𝑅𝑇0

∗ . And since  

 

𝜏(𝑡) = ln(𝑘(0)/𝑘(𝑡)) 

or  

𝑒𝜏 =
𝑘(0)

𝑘(𝑡)
⇒ 𝑘(𝑡) =

𝑘(0)

𝑒𝜏
 

i.e., 𝑘(𝑡) ≪ 𝑘(0) and most energy gone.  
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Fig. 5.3 shows the self-similar solution for small 𝑅𝑇, with 𝑅𝑇∞
∗  given by Eq. (7). On 

the abscissa of the figure, time is scaled by initial eddy turnover 𝑇𝑡0 = 𝑘0/𝜀0 such 

that when 𝑡𝜀0/𝑘0 = 1, one eddy turnover has occurred. During this time, 𝑘 drops 

5 orders of magnitude in one time unit and 𝑅𝑇 falls to values representative of final 

decay.  

 

In the next section, the equilibrium solution for high 𝑅𝑇 is determined. In this 

solution, as shown in Fig. 5.4, 𝑘 drops by ~3 order of magnitude in one eddy 

turnover, while 𝑅𝑇 approaches 𝑅𝑇∞
∗ . For 𝐺0

∗ = 5, 𝑅𝑇0
∗ = 103 and 𝑆𝑘0

∗ = 0.23 

𝑅𝑇∞
∗ = (

𝐺0
∗ − 2

𝑆𝑘0
∗ )

2

~ 170 

Therefore, the drop in 𝑘 obtained from the low 𝑅𝑇 solution is unphysical.  

Conclusion for 𝐺0
∗<2: 

 
𝑑𝑅𝑇

∗

𝑑𝜏
= 𝑅𝑇

∗ (𝐺0
∗ − 2 − 𝑆𝑘0

∗ √𝑅𝑇
∗) 

 

Cannot apply to the initial high Re stage of isotropic decay.  In contrast to the -5/2 

decay law predicted by self-similar theory and fixed-point solution, Saffman 

approach leads to -3/2 decay law.  Both laws justified EFD depending on choice of 

virtual origin.  Rise in 𝜆 during the final stage of decay makes it difficult to resolve 

this issue. 

High Re Equilibrium: fixed point solution 

For 𝐺0
∗ > 2, 𝑅𝑇0  approaches 𝑅𝑇∞

∗ from above or below depending on whether 𝑅𝑇0 

is < or > 𝑅𝑇∞
∗ . 

 

𝑑𝜀

𝑑𝑡
= 𝑆𝑘0

∗ 𝑅𝑇
1/2 𝜀

2

𝑘
− 𝐺0

∗
𝜀2

𝑘
     (18) 

 

Drops by 1 order of magnitude, 

as shown in Fig. 5.4 
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But  

𝑆𝑘0
∗ =

(𝐺0
∗ − 2)

√𝑅𝑇∞
∗

 

Therefore  

𝑑𝜀

𝑑𝑡
= (𝐺0

∗ − 2)
𝜀2

𝑘⏟      
− 𝐺0

∗
𝜀2

𝑘⏟  
 

 

 

And thus 

𝑑𝜀

𝑑𝑡
= −2

𝜀2

𝑘
     (19) 

 

According to Eq. (7), large 𝑅𝑇∞
∗  requires large 𝐺0

∗, assuming EFD 𝑆𝑘0
∗  values. 𝑅𝑇∞

∗ =

104 gives 𝐺0
∗ = 25, which gives near balance between vortex stretching and 

dissipation of 𝜀 terms in 
𝑑𝜀

𝑑𝑡
 equation which is an important result → if 𝐺0

∗ ≫ 2 ⇒

𝐺0
∗ − 2 ≈ 𝐺0

∗. 

 

Similar analysis as for 𝐺0
∗ < 2, solutions for 𝑘 and 𝜀 are asymptotic power laws, 

where comparing with Eqs. (10) and (11), gives 𝐺0
∗ = 2 

𝛼 =
1

2 − 1
= 1 

 

𝑘~𝑡−1           𝜀~𝑡−2 

 

Vortex 

stretching 

Dissipation 

of 𝜀 

𝑅𝑇∞
∗ = (

𝐺0
∗ − 2

𝑆𝑘0
∗ )

2

   (7) 
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where the decay rate is independent of the initial conditions, differently from the 

𝑅𝑇∞ = 0 case. 

 

𝑘 = 𝑘0 (1 +
𝑡

𝑇𝑡0
)

−1

≈
𝑘0
𝑇𝑡0
𝑡−1  

𝜀 = 𝜀0 (1 +
𝑡

𝑇𝑡0
)

−2

≈
𝜀0
𝑇𝑡0
𝑡−2  

 

Since final solution independent 𝑅𝑇0 ≠ 𝑅𝑇∞ , a transient period exists prior to 

reaching 𝑅𝑇∞ wherein the coefficient in Eq. (3) 𝑆𝑘0√𝑅𝑇 → 𝑆𝑘0√𝑅𝑇0  → 𝐺0
∗ − 2. The 

equations show that 𝑅𝑇0 → 𝑅𝑇∞  in very short time, i.e., just a few eddy turnover 

times. 

 

 

 

Fig. 5.4 shows 𝑘, 𝜀 and 𝑅𝑇 for 𝐺0
∗ = 5 and 𝑅𝑇0 = 1000 with 𝑆𝑘0

∗ = 0.3. In contrast 

to the low 𝐺0
∗ solution, large 𝑅𝑇0  solution shows 𝑘 → 𝑡−1 quickly. 𝑅𝑇 shows initial 

drop and then converges to value predicted by Eq. (7). While 𝑅𝑇 is falling, 

𝑘~constant and 𝜀 is increasing.  

 

𝑅𝑇 

𝜀 
𝑘 
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𝜆𝑔 = √
10𝜈𝑘

𝜀
 

 

𝜆𝑔 initially decreases, then increases due to insufficient IC energy in the dissipation 

range scales at the outset of the simulation. 

 

Solution shows how after initial stage where energy from vortex stretching 

decreases  𝜆𝑔 and increases 𝜀, after which stretching ~ dissipation and energy 

decays as per 𝑡−1. 

 

𝜆𝑔
2 =

10𝜈𝑘

𝜀
=

10𝜈

5𝜀0
2𝑇𝑡0

𝑡−7/2 

5𝑘0
2𝑇𝑡0

𝑡−
5
2 =

10𝜈𝑘0
𝜀0

𝑡 

𝜆𝑔 = √
10𝜈𝑘0
𝜀0

𝑡 

If  
𝑘0

𝜀0
=
2

5
→ 𝜆𝑔 = √4𝜈𝑡 recovers form from Hinze p.210. 

Eventually, high Re solution no longer reasonable as self-similarity is lost such that 

𝐺0
∗ must decrease to 𝑅𝑇∞

∗ = 0 solution, i.e., 𝐺0
∗ = 7/5. 
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Many EFD wide range Re, 1000 ≤ 𝑅𝑀 ≤ 5 × 10^6, where 𝑅𝑀 = 𝑀𝑈/𝜈. Average 

decay rate is −1.18 ± 0.02, which suggests 𝑘~𝑡−6/5 decay law.  

 

A small subset of the data supports the 𝑡−1 decay at high Re. Many complications 

in determining decay rate from EFD, such as IC and shift between decay laws for 

large and small Re.  
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19 
 

Implications for Turbulence Modeling  

Isotropic turbulence theory used for modeling 𝜀 equation as used for general flows. 

The two main results developed previously consist of the isotropic formulas: 

 

𝑃𝜀
4 = 𝑆𝑘

∗𝑅𝑇

1
2
𝜀2

𝑘
 

And 

𝛶𝜀 = 𝐺
∗
𝜀2

𝑘
 

 

For general applications, it is assumed that, 

 

𝑆𝑘
∗𝑅𝑇

1
2 − 𝐺∗ = −𝐶𝜀2     (20) 

 

Where 𝐶𝜀2 is a constant. This leads to the model, 

 

𝑃𝜀
4 − 𝛶𝜀 = (𝑆𝑘

∗𝑅𝑇

1
2 − 𝐺∗)

𝜀2

𝑘
= −𝐶𝜀2

𝜀2

𝑘
 

 

Which yields an equation identical to Eq. (19), i.e., high RE equilibrium, except that 

the constant on the RHS is −𝐶𝜀2. 

In isotropic turbulence, as per Chapter 5 Part 1, 𝛶𝜀 = 𝜈𝛶𝜁 which can be shown using 

the identity, 

 

(
𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑙

)

2

= (
𝜕𝜔𝑖
𝜕𝑥𝑗

)

2
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Next, using 𝜀 = 𝜈𝜁, it follows that, 

 

𝐺∗~
𝛶𝜁/𝜁

𝜀/𝑘
= 

 

Since 𝜁 dissipation influenced mostly by small-scale phenomena → numerator 

scales with 𝑡𝑑
−1 = (𝜈/𝜀)−1/2 and substituting this into the previous equation 

gives, 

 

𝐺∗~√𝑅𝑇 

For large Re.  

 

Recall again for isotropic turbulence, 

 

𝑑𝜀

𝑑𝑡
= 𝑆𝑘

∗𝑅𝑇
1/2 𝜀

2

𝑘
− 𝐺∗

𝜀2

𝑘
 

      = (𝑆𝑘
∗𝑅𝑇
1/2
− 𝐺∗)

𝜀2

𝑘
 

                             = [𝑆𝑘
∗𝑅𝑇
1/2
− (𝑆𝑘

∗𝑅𝑇
1/2
+ 𝐶𝜀2)]

𝜀2

𝑘
 

                                                           = −𝐶𝜀2
𝜀2

𝑘
 

 

i.e., coefficient −𝐶𝜀2 chosen to cancel vortex stretching term, i.e., the assumption 

in Eq. (20) is equivalent to imposing equilibrium structure on the turbulent decay 

process, which imposes a decay law of the form, 

 

Fractional rate of change of 𝜁 _________________________ 
Fractional rate of change of energy 

𝑅𝑇 =
𝑘2

𝜈𝜀
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𝑘~𝑡
−

1
𝐶𝜀2−1 

i.e., 𝐶𝜀2 sets the decay rate. e.g., for 𝐶𝜀2 = 11/6, Saffman  𝑡−6/5 law recovered.  

Other values can be achieved via specification of 𝐶𝜀2. In all cases, without vortex 

stretching. If vortex stretching is included, then eventually 𝑡−1 decay law will 

develop.  

Another problem is for 𝜈 → 0 

𝑑𝜀

𝑑𝑡
= 0 

i.e., 𝜀 and 𝜁 are constant. This outcome is unphysical since it is expected that 𝜁 

should grow due to vortex stretching in the absence of dissipation. 

 

𝑑𝜀

𝑑𝑡
= (𝑆𝑘

∗𝑅𝑇
1/2
− 𝐺∗)

𝜀2

𝑘
 

 

Can be written as  

 

𝑑𝜀

𝑑𝑡
= 𝑆𝑘∞

∗ 𝜁3/2     (21) 

 

Integrating Eq. (21) shows that, 

 

𝜁(𝑡) = 𝜁(0) (1 −
𝑆𝑘∞
∗ √𝜁(0)𝑡

2
)

−2

 

 

i.e., 𝜁 → ∞ for 𝑡 = 2/𝑆𝑘∞
∗ √𝜁(0).  

 

For 𝜈 → 0 

𝜁 = 𝜀/𝜈 
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This suggests vortex stretching should be included in 𝑑𝜀/𝑑𝑡 equation.  

Grid turbulence (Pope 5.4.6) 

A good approximation to decaying homogeneous turbulence can be achieved in 

wind-tunnel experiments by passing a uniform stream through a turbulence 

generating grid.  

𝑈 = 𝑈0𝑖̂,   ∇𝑈 = 0,   𝑃 = −𝑢𝑖𝑢𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

= 0 

 

In reference frame moving with 𝑈0, the turbulence is homogeneous and evolves 

with 𝑡 = 𝑥/𝑈0. 

Ideally  

𝑢1
2 = 𝑢2

2 = 𝑢3
2 

𝑢𝑖𝑢𝑗 = 0     𝑖 ≠ 𝑗 

EFD: 

𝑢2
2 = 𝑢3

2 

And  
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𝑢𝑖𝑢𝑗 = 0     𝑖 ≠ 𝑗 

 

√〈𝑢1
2〉 = 10% > √〈𝑢2

2〉 

However, some improvements are possible.  

 

Fig. 5.33 shows that normal stresses and 𝑘 decay as power laws, 

𝑘

𝑈0
2 = 𝐴 (

𝑥 − 𝑥0
𝑀

)
−𝑛

 

Where 𝑥0 is the virtual origin, and 1.15 ≤ 𝑛 ≤ 1.45. Some suggest 𝑛 = 1.3 and 

𝑥0 = 0, whereas the value of A varied widely depending on grid geometry and Re.  

In moving frame 

 

𝑘(𝑡) = 𝑘0(𝑡/𝑡0)
−𝑛 
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Where 𝑘0 = 𝑘(0).  

Differentiating, the following equation is obtained, 

𝑑𝑘

𝑑𝑡
= −(

𝑛𝑘0
𝑡0
) (
𝑡

𝑡0
)
−(𝑛+1)

 

 

And comparing with 
𝑑𝑘

𝑑𝑡
= −𝜀 

 

𝜀(𝑡) = 𝜀0 (
𝑡

𝑡0
)
−(𝑛+1)

 

 

Where 𝜀0 = 𝑛𝑘0/𝑡0. 

 

Final period of decay: Re goes down, such that inertia ≪ viscous effects. Karman-

Howarth equation neglects inertia term and assuming self-similarity 

𝑓(𝑟, 𝑡) = exp(−𝑟2/8𝜈𝑡) 

Such that 𝑛 = 5/2. 
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