Predictions of a Turbulent
Separated Flow Using
Commercial CFD Codes

. . Numerical simulations of the turbulent flow in an asymmetric two-dimensional diffuser
Gianluca laccarino are carried out using three commercial CFD codes: CFX, Fluent, and Star-CD. A low-

Center for Turbulence Research, . . . —
Stanford Universily, Reynolds number k-model with damping functions and the four-equatidi —f model

Stanford, CA 94305-3030 are used; the first one is available as a standard feature in all the codes, fref model
was implemented using the User Defined Routines. The flow features a large recirculating
zone due to the adverse pressure gradient in the diffuserptRe-f predictions agree
very well with the experiments both for the mean velocity and the turbulent kinetic energy.
The length of the separation bubble is also computed within 6 percent of the measured
value. The ke calculations do not show any recirculation and the agreement with the
measurements is very poor. The three codes employed show very similar characteristics in
terms of convergence and accuracy; in particular, the results obtained using’ thef
are consistent in all the codes, while appreciable differences are obtained whenretise k-
employed. [DOI: 10.1115/1.1400749

1 Introduction case all the solutions reported were unsuccessful in predicting the

Computational Fluid Dynamics tools are becoming standardjweasured data in the bend region and the resolved structure of the
&

many fields of engineering involving flow of gases and liquids;, del
numerical simulations are used both in the design phase to se he mode .t inti iated with diff i tational
between different concepts and in the production phase to analyz e uncertainties associated wifh different computationa

performance. Industrial CFD applications require high ﬂexibilit)g”ds’ (i) b_oundary conditions def'n't'om“.) convergence, anq
in the grid—generation procedure for complex configuration v) numerical schemes do not allow drawing speaﬂp conclusions
short turn around time, and easy—to—use environments. ;\l:gout the codes used, other than the usual conclusioruttiaér

present, several commercial packages are available for the Ci&S€arch into more advanced turbulence models for use in com-
industrial community; these packages are usually integrated s§ji€cial CFD codes is requirefil]. )
tems which include a mesh generator, a flow solver, and a visualN Order to carry out a fair comparison between different CFD
ization tool. Often the numerical techniques adopted in these CEdes and to establish definitive conclusions on the state—of-the—
codes are well accepted algorithms published in the open lite@ft of commercial CFD codes, all the differendésv) must be
ture; the selection of one technique with respect to others is udhlly addressed and, if possible, eliminated. In the present work,
ally based on robustness and reliability. an effort has been mf'ade to control all these parameters. The codes
There have been few attempts in the literature to compare th¥¢ailable for comparison are CFX, Fluent, and Star-CD. The ob-
performance of these codes; laminar and turbulent test cases H§¢&Ve is to compare their predictive capabilities for the simula-
been proposed to several CFD code vendors by the Coordinatfi@f of @ turbulent separated flow. Several turbulence closures
Group for Computational Fluid Dynamics, of the Fluids Engineef@nd near-wall treatmentsare available in these codes ranging
ing Division of ASME1]. A series of five benchmark problemsfrom k-e-type models to full Reynolds stress models. The main
were calculated, with all the mesh generation and simulations p&cus of the work is on two models: thee low-Reynolds model
formed by the vendors themselves; only two of the problems rby Launder and Sharmg8] and thev'?—f by Durbin [4]. In
quired turbulent simulations. The first problem is the flow arounaddition, results obtained using different closures are reported.
a square cylinder; the flow is unsteady and all the codes predictedrhe k-e model is well described in the literature and has been
reasonably well the measured Strouhal number. However, pauidely used. Its implementation poses some challenges and it re-
accuracy resulted in the prediction of the details of the wake floguires the solution of two transport equations with numerically
field. It was also noted that, depending on the code used stiff source terms. This model is available in all the codes consid-
assuming grid-converged resulthe same ke model predicted ered and, although it is not expected to be extremely acclBate
very different results. The reasons for this difference can be dif- provides common ground for comparisons between different
ferent grids, no demonstration of grid convergence, differegbdes.
implementations of the models, and different boundary conditions.The ;"2 f model(implemented in a NASA research codes

It must also be pointed out that the prediction for. this p.roblenj iSeen already successfully used for simulating separated fjws
strongly affected by the treatment of the stagnation point regiofyyee dimensional configuratiofi§] and flows with heat transfer
@s ;hcc))f"\;nrgylgnlirﬁ.';[;].étgr?;'; m:?ﬁ_ls r%rg_gft apurioushigh 7] 1t is rather complex involving the solution of four differential
v urbu Inetl y inthi lon. equations(three transport equations plus an Helmotz-type equa-
The other turbulent problem reported by Freifd$ was the tigns). & P q P ype &g

three-dimensional developing flow in a 180 degrees bend. In th'SThe test case analyzed in this study is a two-dimensional tur-
bulent flow in a diffuser. Due to the adverse pressure gradient the

Contributed by the Fluids Engineering Division for publication in ticeJBNAL flow is Separated and a |arge recirculation bubble is generated
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisiona_rhis problem has been selected because a very reliable experi.

October 16, 2000; revised manuscript received May 21, 2001. Associate Edit . . )
I. Celik. mental database is available. Moreover, a detailed Large Eddy

ow field was significantly affected by the choice of the turbu-
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Simulation study was carried out at the Center for Turbulence2.3 Star-CD v3.1. Star-CD v3.1 is a CFD computer code
Research and the resulting numerical database is also availabledieveloped and marketed by Computational Dynamics Ltd. The
comparison 8]. code solves the three-dimensional NS equations on unstructured
The objective of the paper is to present a detailed and carefankshes; various linear and non-linear two-equation turbulence
comparison of the simulations performed using three commerciabdels are availablgl3].
CFD codes. Although the flow under investigation is geometri- Star-CD uses the SIMPLE technique for velocity-pressure cor-
cally simple, it is challenging for turbulence modeling and musection and a PCG method to solve the implicit system of equa-
be considered as a necessary step to evaluate the merits of diffiens; several first and high order spatial discretization schemes
ent approaches. In addition, its simplicity allows to control all thean be used including QUICK.
numerical parameters involved in the simulations and to under-
stand the causes of discrepancy between the codes.
The three CFD codes used are briefly introduced in the next Tyrpulence Modeling

section; the turbulence models with the governing equations are . .
presented in Sec. 3, while results and comparison are in Sec. 4. Séveral turbulence models are available in the codes presented

in the previous section. Most of them are derived from the stan-
2 Numerical Method dardk-e model[14] with different treatments of the wall region.

The steady Navier-StokéblS) equations for an incompressible—,;rhe low-Reynolds model of Laur\der and Sharfgand .the .
fluid are considered: v'“—f model[4] are the focus of this work, and are described in

detail. Additional simulations are performed with thee Two-

au; Layer Model[15], the cubic Non-Linear Eddy-ViscositfNLEV)
O—,_Xi: (1) k-e Model [16], and the Differential Reynolds Stress Modl&B].
The Launder and Sharmeae model is available as a standard
au; 4d aui| dIp option in all the codega slightly different damping function is
U—=—| (v v) —|— — ) : = :
' ox; X t axj] X employed in Star-CD Thev'?— f model has been implemented

. ) using the User Defined Subroutines in each of the codes.
whereu; are the mean velocity componenpsis the pressure, and

v and v, the laminar and turbulent viscosity, respectively. Addi- 3.1 Low-Reynoldsk-e Model. The k-e model was intro-
tional equations for turbulent quantities are considered to computeced by Launder and Spaldifig4]. The high Reynolds number
the eddy viscosity, and are explained in the following section. version is obtained by neglecting all the terms containing the ki-
All the codes solve the discretized equations in a segregateeimatic viscosity. In the proximity of solid walls, viscous effects
manner, with the SIMPLESemi-Implicit Method for Pressure- become important and this assumption no longer holds. Several
Linked Equations algorithm, or its “consistent” variant, SIM- modifications have been proposed: in the two-layer formulation
PLEC[9], used to achieve the pressure-velocity coupling for stf15], a simpler model is used close to the walkually a one-
bility. In the SIMPLE algorithm, the continuity equatiofl) is equation modgland then the eddy viscosity is patched at a certain
converted into a discrete Poisson equation for pressure. The difstance from the wall; both Fluent and Star-CD offer this option.
ferential equations are linearized and solved implicitly in sdn the damping functions approa¢t?] algebraic functions are
guence: starting with the pressure equatipredictor stagg fol- introduced to correct the behavior of turbulent quantities close to
lowed by the momentum equations and the pressure correctibe wall. Several different choices are available in the open litera-
equation(corrector stage The equations for the scaldtsirbulent ture. All the codes have built-in damping function models; in par-
guantities are solved after the updating of both pressure and vieular, Fluent has six different versions available. In this work,
locity components. Within this loop, the linearized equations fdhe model introduced by Launder and Shafi®k which is avail-
each variable, as they arise, are treated using a linear systaite in all the codes, was used.
solver (i.e., multigrid, Preconditioned Conjugate Gradient, PCG, Thek-e equations are:
etc).

A brief description of the codes is given in the next subsections U ﬁ_k —P—e+ 7 ( v+ 2 ‘?_k -D )
with emphasis given only to the features required for this study. L ox IXj oy 9X;
All the codes allow the implementation of customized models f.C P—f.C
through User Defined Subroutines. g e a2 €, 9 (V+ ﬂ) ol @)
I
21 CFX v4.3. CFX v43 is a CFD computer code devel- X T % Te] 9X;
oped and marketed by AEA Technologies. The code solves theThe eddy viscosity is obtained from
three-dimensional NS equations on structured multiblock grids for
both compressible and incompressible flows. Various turbulence n=C,f,kT ®)

models are available ranging from two-equation to complete Dif- The damping function$,, f,, andf ,, the timescald and the
ferential Reynolds Stress ModéBRSM). CFX uses a SIMPLEC extra source termB andE are:

pressure-correction schen@®IMPLE is also available and sev-

eral spatial discretizations which include first-order Upwind Dif- fi=1 ®)

ferencing(UD) and QUICK[10]; central differencing is used for f=1-0 %_Re? 7

the pressure. The linear system arising at each iteration is then 2= : @

solved using a Preconditioned Conjugate Gradient technique. fI—L:e*3-4/(1+0-02RQ')2 )
2.2 Fluentv5.3. Fluentv5.3is a CFD computer code devel- T=kle )

oped and marketed by Fluent Inc. The code provides mesh flex-

ibility by unstructured meshes. Turbulence closures range from avk\?

one-equation turbulence model up to DR$M]. D=2V( rY ) (10)

n

Fluent employs the SIMPLEC technique and an algebraic mul-
tigrid linear system solver to update the solution at each iteration. J%u; \ 2
The QUICK spatial discretization technique is available among E=2VV1(3X‘X ) (11)
others. In particular, a second-order Total Variation Diminishing 17k
(TVD) limited discretization for the pressure in the Poisson equathere Rg=Kk? ve is the turbulent Reynolds number arglis the
tion is used12]. direction normal to walls.
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The damping functiorf , used in StarCD is slightly different The geometry is presented in Fig. 1. the inlet conditions are
from that reported by Launder and Sharf8a In order to elimi- specified as a fully-developed channel flow at=R€,000 based
nate this possible cause of discrepancy between the codes, dhehe centerline velocity and the channel height. Separate chan-
eddy viscosity in StarCD has been computed using a User-Definael flow simulations were carried out using each code and each
Subroutine according to E¢5) with f,, defined as in(8). turbulence model and the resulting profiles are used as inlet con-

The same constants have been used in all the codes, codigions for the simulation of the diffuser.
sponding to the values reported by Launder and Shaghahe An experimental database is available from Obi e{ 58] and
implementation of this model is not straightforward because of tiRuice and Eatori19]. The data include mean and fluctuating ve-
presence of the extra-source terth6) and(11). In particular, the locities at various stations in the diffuser and skin friction data on
definition of the directiorx,, the normal to the wall, maybe dif- both walls. The data can be obtained directly from the Web
ficult in general geometries and the evaluation of the second deavw.aero.hut.fi/Ercoftac/ws8/cased).
rivatives of the velocity vectofEq. (10)) is computationally ex- A structured grid consisting of 12465 points in the stream-
pensive. The presence of the molecular viscosity in theise and wall normal direction, respectively, has been used.
expression$10) and(11) makes the contributions negligible awayStrong clustering of the grid points at the walls has been used so
from the walls. However, their implementation affects the behawrat they* of the first grid point away from the wall is every-
ior of turbulent quantities in the viscous-dominated near-wall ravhere less than 1. A detail of the computational grid in the region
gions. close to the connection between the channel and the diffuser is

— — ) included in Fig. 2.

3.2 v'*—f Model. Thev'—f turbulence model is an alter- |5 Tapje | a summary of the numerical parameters used for the
native to thek-e model and was introduced to model the ”ear'Wanmputations is reported.
turbulence without the use of exponential damping or wall func- |, 'Fig. 3, convergence histories for the all simulations are pre-
tions. The model requires the solution of four differential equasented. The residuals have been normalized using their values at
tions: the basic equations farand e are the same as befofBds. the first jteration. The convergence levels reached after 3000 it-
(3)-(4)) but with the following definitions: erations are comparable in all the cases. In particular, slightly

— lower residuals are obtained using &~ f in both Fluent and

— 12
f1=1+0.045Vk/v (12) CFX but not in Star-CD. An extensive analysis of the sensitivity
f,=1 (13) Oof the convergence history to the numerical paramefiested in
Table ) was outside the scope of the present work and was not

fMIU’Z/k (14)

k v
T—ma{;,G\[z} (15)
D=0 (16)
E=0 (17)

The additional equations model the turbulence velocity S@_éﬂe
and its productionkf:

vrz—kf e | o2 18
i (9Xi B v k (9Xj v (% (9Xj ( ) /'
T (2/3-v"%/k) L 50'2/k 1 = amm
(9XJ' {9Xl e T 2 k T ( ) ‘_"‘L‘
wherelL is the length scale, defined as RO.H
k3 V3 —SI‘«O.ESH
L2=Cf max—,C2\/— (20)
€ € Fig. 1 Asymmetric diffuser geometry

The eddy-viscosity damping is provided in this case by the
presence of'? (Eq. (14)) instead ofk in Eq. (5). In other words, !
the amount of damping is controlled by the ratio betweé&hand
k (instead of the turbulent Reynolds number, Rike in thek-e
mode) which is a measure of the turbulence anisotrpply The
other important feature of the’?—f model is the nonlocality
arising from the solution of an elliptic equation for Fig. 2 Computational grid—detail of the channel-diffuser

Thev'?—f model has been implemented by the author in thgonnection
three CFD codes described above. Four additional scalars are ) ) ]
solved and the diffusion, source, and convective terms are spe@Ple 1 Numerical parameters used for the simulations. Leg-
fied according to Eq¥3)-(4) and (18)-(19). The eddy viscosity is end: U,V: Mean Velocity Components; P: Pressure; TQ: Turbu-

. . lent Quantities; CD: Central Differencing; UD: Upwind Differ-
then computed according to E¢) and used in the mean flow encing; TVD: Total Variation Diminishing.

Egs.(2)-(2).
Spatial Discretization Pressure Correction Under-Relaxation
4 Results uv_ P TO uv P TQ
Steady flow in asymmetric, two-dimensional diffuser is consids
ered. This problem was a test-case for the 8th ERCOFTAC/IAH%U)Qnt %ﬂ%ﬁ GFBD BB gmgtgg 8‘_22 i 8‘_2
COST Workshop on Refined Turbulence modeling in Espoo, Figtar-CD QUICK CD UD SIMPLE 070 0.2 06

land, 17-18 June 1999.

Journal of Fluids Engineering DECEMBER 2001, Vol. 123 / 821



performed. However, the SIMPLEC algorithm used in CFX ane-f model is about 30 percent more than ke model and this is
Fluent seems to be superior to the standard SIMPAlEO avail- consistent with the fact that two additional differential equations
able in the same coded his technique is not available in Star-CDare solved. As it is clear from the Fig. 3, no major differences in
and the other options available did not give better convergengms of convergence speed are observed between the simulations
behaviors. In terms of performance, the unstructured mesh cogesformed using the two turbulence models even ifithe- f has
(Fluent and StarCDbehaved Similarly, with the structured gridbeen imp|emented as an external customized module.

code (CFX) being 40 percent faster. The CPU cost of e In Fig. 4 the streamwise velocity contours are reported for the
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Fig. 3 Convergence history (L, norm). Left column: V2—f model; right column: low-Reynolds k-€ model.
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two models. The results using thé?— f model show a separation The comparison between the computations and the experimen-
bubble (dashed linesin qualitative agreement with the experi-tal data is reported in Fig. 5 for the streamwise velocity at several
mental findings. This recirculation is not captured by the lowstations in the diffuser. The'2—f results are consistently in good

Reynoldsk-e model. agreement with the measurements for the mean velocity. In par-

Low-Reynolds k-¢ Model

Fig. 4 Mean streamwise velocity—CFX. Contour levels Min  =—0.05; max=1.0, A=0.05 (dashed lines negative
values).
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Fig. 5 Streamwise velocity profiles
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Fig. 6 Turbulent kinetic energy profiles

ticular, the separation zone is capturggien if the maximum especially in turbulent kinetic energy. The very good agreement
intensity of the recirculating velocity is underestimatethe pre- obtained by using the’>— f suggests that the differences are not
dictions using thek-e model are in poor agreement with the datgelated to the numerical techniques used to discretize the equa-
because the model fails to respond correctly to the adverse prggns but to the implementation of the models. For example, dif-
sure gradient and misses the separation completely. The compgiient approximations of the terms {f10)-(11) could lead to the
sons reported in Fig. 6 for the turbulent kinetic energy confirm th@entioned differences.
quality of thev'?— f predictions as compared to thee. The peak In particular, it is worth noting that StarCD and Fluent results
of the turbulent intensity is very well predicted by thé?—f are closer to each othéespecially for the turbulent kinetic en-
model in the diffuser. However, in the recovery regi@fter the ergy) than they are with CFX. This may be related to the fact that
reattachemeptthe model underestimates the level of kinetic enboth are unstructured mesh codegereas CFD is a structured
ergy. This is consistent with the’2—f calculations shown by grid solve) and they deal similarly with thg issuémentioned at
Durbin [4], the LES results reported by Kaltenbach et[8].and t_he en_d of Sec. 3)Telated to the computation of_the cross deriva-
with the recent computations presented by Apsley and Leschzif€s in the term D(Eq. (10)) and the evaluation of the wall
[5] using quadratic and cubic nonlingate models. Possible rea- normal dlrectl_on. It is _also u;eful to add that the use of the stan-
sons for this disagreement are the presence of strong thré@rdf, damping function available in StarC{instead of the one
dimensional effects after the flow reattachement and strong ndgPorted in(8)) leads to somewhat different results which no
equilibrium effects which cannot be correctly accounted for ilPnger agree with the Fluent results.
single—point closures. The results using kae model completely Finally in Fig. 7 the skin friction coefficients on the lower and
fail to capture the asymmetric development of the turbulent kitpper walls are reported. The separation bubble on the curved
netic energy and underestimate its magnitude in the diffuser. Wwall is indicated by a negative skin friction from/H~7 to

The three codes show some differences when the dame x/H~30; thev’?—f model predicts the bubble in very close
model is invoked. The disparities are in the mean velocity arajreement with the experiments. Thes model fails to predict
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Fig. 7 Skin friction distribution on the diffuser walls. Left column: v2—f model; right column: low-Reynolds k-€

model. (a) Lower wall; (b) Upper wall.

any separatior(as already noted In addition, the three codes employed toenforcethe positivity of selected quantitiégirbulent
predicts quite different friction levels when thee closure is em- variables, for examp)eand to improve convergence quality.
ployed. Additional simulations are performed using different turbulence
In order to assess the grid sensitivity of the results presenté@odels to explore capabilities of the CFD codes tested and the
additional calculations on a refined grid were carried out. The grigsults are presented in Fig. 9. The standaelmodel with the
was obtained by doubling the number of points in the two dire¢wo-layer near-wall treatment gives results which are closely com-
tions. The comparison between coarse and fine grid is reportedP@rable to the predictions presented in Figs. 5 arldsing the
Fig. 8, in terms of mean flow velocity and turbulent kinetic energgamping functions The separation on the bottom wall is not cap-
profiles using Fluent and the low-Reynokis model. The results tured and the asymmetry in the turbulent kinetic energy profiles is
show that a grid converged solution has been reached. Simi¥&ry small. The two-layer treatment of the near-wall regions is
comparisons are obtained for the other two codes. In addition, téailable in both Fluent and StarCD and the results are compa-
results obtained using a high-order upwind discretization for tf@ble. On the other hand, the Nonlinear version of the Launder
turbulent quantities are also reported on the same plots. The d@fid Sharmak-e model (available only in StarCI captures the
ference, in this case, is very small being the flow dominated tsgparation and gives a reasonably good representation of the tur-
turbulence generation. This conclusion does not apply to mdpglent kinetic energy. The results are in agreement with the ex-
complex situations where the use of high-order differencing faeriments and close to the predictions of tHé— f model. These
the turbulent equations is mandatory. results are also in agreement with the data reported in the work by
The grid convergence study shows that the results obtained Agsley and Leschzindi5].
not dependent on the grid and therefore, the differences in theFinally, results are also presented for calculations with the
streamwise velocity profiles in Fig. 5 and in the turbulent kinetiDRSM model in low-Reynolds number form. This model is avail-
energy in Fig. 6, are not directly related to discretization accuraeyple in Fluent(in CFX only a High-Reynolds number version is
or to the presence of artificial dissipation. One possible cause afailablg. The DRSM predictions do not show the expected im-
the discrepancy between the codes is the presence of limitgggdvement with respect to the stand&r@ model. This could be
smoothers in the solution procedure. These operators are usupbytly related to the near-wall treatment based on the two-layer
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Fig. 8 Grid convergence and differencing scheme dependency—Fluent low-reynolds k-e model

approach. Calculations performed in a similar configuration wittiure based on the SIMPLE technique has been used. In terms of
the high-Reynolds version of the DRSM in Fludnfl] demon- convergence behavior, all the codes reach the steady-state ap-
strated good agreement with the experimental measurements. proximately in the same number of iterations, regardless of the
It is worth noting that the two-layét-€ required about the same turbulence model used. The accuracy of the calculations as com-
amount of CPU as the Launder and Sharma model presented pared to the experimental and LES data is very good using the
fore and the convergence behavior was very similar. On the othe® _ t model. The length of the recirculation region is captured to
hand, a slight increase in computational time is associated Wiffithin 6 percent and the skin friction on both walls agree reason-
the NLEV model and 25 percent more iterations were required iy well with the data. The negative velocity in the separation
achieve the same drop in the residuals. The DRSM simulatigfiphle is slightly underestimated. The results using<eemodel
required a CPU comparable with thé*—f one (the number of do not show any recirculation. The flow is fully attached and this

differential equations to be solved is the same for two-dimensiorighds to a severe underprediction of the maximum velocity in the
problemg but almost twice as many iterations were required tdiffuser.

achieve convergence. An effort was made to control all aspects of the simulations so
) that the same results were expected using different codes. In par-
5 Conclusions ticular, the implementation of the’?—f turbulence model was

A comparison between three CFD commercial codes, namelgirried out the same way in the three codes; indééd- f results
CFX, Fluent, and Star-CD, is reported for turbulent flow in @o show an almost perfect agreement between CFX and Star-CD
planar asymmetric diffuser. Two turbulence models have bewith Fluent being slightly more dissipative. The results using the
used. The first is the low-Reynolds numlxee model(with Laun-  k-e model, on the other hand, show strong sensitivity to the code
der and Sharma damping functignghich is available as a stan- used. The model formulation is exactly the one proposed by Laun-
dard feature in the codes. The second model izfie-f model der and Sharma, but the results are differ@sipecially in terms
that has been implemented through the User Defined Routinesfrfurbulent quantities and friction coefficientdhis may be due
the three codes. to differences in implementation details which are not specified in

The same grid and the same spatial discretization have bdBf user manuals. In general, the differences betweek-thee-
used for all the simulations. In addition, a similar iterative procesults are much larger than those obtained usitfg-f, suggest-
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Fig. 9 Results using a differential Reynolds-stress model and non-linear eddy viscosity model

ing that the differences are less due to details of the numerigalysical model in an industrial tool is an available option for CFD
procedures in the codes than to the implementation of the turlpractitioners thus shortening the distance between published re-
lence models. search work and real—world applications.

Today, one of the challenges in using commercial CFD codes is
to choose between several physical/numerical models available.
The cross comparison presented in this work proved that the baéfeknowledgments
numerical techniqueglefault options are reliable and deliver the  The author wishes to thank A. Ooi for providing the initial
expected performance in terms of accuracy and convergencg ghiementation of the’2—f model in Fluent, and M. Fatica for
least when the computational grid and the boundary conditions viding the LES data for the diffuser; in addition, support for
defined carefully. On the other hand, the selection of the corr Flte implementation of the 2— f model was provided by P. Ma-
physical modelin this case the turbulence moyéd crucial for Flp tl S J thulaAd Ltg dH yP : dal
the success of the simulations. Using one of the available turtJ d ,(A'Il'JerL r:c),_ -I onrl:l)gw ur_:( apﬁop M)" ar::) D. b_or ad
lence models the results were not accurate and, in addition, M dgc nologies f?‘?i dISCUSSIOI"I with P. Moin, P. Durbin, an
reproducible using different codes. - Medic are appreciated.

The v'?—f model was implemented in CFX, Fluent, and
StarCDonly using the User Defined Routine feature. Even if th&eferences
model is rather compleXinvolving three differential transport (1) rreitas, C. J., 1995, “Perspective: Selected Benchmarks From Commercial
equations and a Helmotz-like equationo particular difficulty CFD Codes,” ASME J. Fluids Eng117, p. 210-218.
was faced by the author. The performance of the codes was n(ﬂ@] Dlurbin, P. A., 1996, “On thé-€ Stagnation Point Anomaly,” Int. J. Heat Fluid

- . e _ Flow, 17, pp. 89-91.

compromised when compared with b_UI|t in models, and.the ex %3] Launder, B. E., and Sharma, A., 1974, “Application of the Energy-Dissipation
pected accuracy level was reached with all the commercial code

. - ] ; Model of Turbulence to the Calculation of Flow Near a Spinning Disk,” Lett.
tested. This demonstrates that the implementation of a customized Heat Mass Transfet, pp. 131-138.
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