Shape Design Optimization of Hyperelastic Structures Using a Meshless Method

Iulian Grindecantu, a Kyung K. Choi, b and Jiun-Shyan Chen c

University of Iowa, Iowa City, Iowa 52242-1000

and

Kuang-Hua Chang d

University of Oklahoma, Norman, Oklahoma 73019

A shape design optimization procedure for hyperelastic structures is developed using a meshless method for analysis and a continuum-based design sensitivity analysis (DSA) method. The meshless method greatly reduces the mesh distortion or entanglement encountered in using the finite element method for large deformation nonlinear analysis and structural shape design optimization. The DSA method of Grindecantu et al. (Grindecantu, I., Chang, K.-H., Choi, K. K., and Chen, J.-S., “Design Sensitivity Analysis of Hyperelastic Structures Using a Meshless Method,” AIAA Journal, Vol. 36, No. 4, 1998, pp. 618–627) is extended by using a pressure projection method to avoid volumetric locking for nearly incompressible materials without the need for large support sizes for the meshless shape functions and to reduce the CPU time. The Lagrange multiplier method is used to impose the essential boundary conditions. An engine mount is employed as an example to demonstrate the feasibility of the proposed optimization method. The mass is minimized subject to constraints on hydrostatic pressure and stiffness characteristics of the component. The design velocity fields corresponding to the shape design parameters are obtained using the Design Sensitivity Analysis and Optimization tool. Shape design optimization is carried out using the modified feasible direction of the Design Optimization Tool.

Nomenclature

\( a \) = dilation parameter

\( a^t(+)h x, o \) = energy form

\( a^t(+)h x, o, o \) = energy bilinear form

\( C(x; x - s) \) = correction function

\( o D_{ijkl} \) = incremental stress-strain tensor components

\( o S_{ij} \) = linear part of incremental strain tensor components

\( o F_{ij} \) = deformation tensor components, \( x \) / \( X \) j equals \( \delta_{ij} + (\partial u_{i}// / \partial X_j) \)

\( f \) = external force

\( \delta \) = right Cauchy–Green deformation tensor,

\( \{F\}^T \) = \( \{F\} \)

\( H \) = vector of monomials for definition of the reproducing kernel particle method

\( \ell (u) \) = load form (virtual work done by external load), identical to \( / \bullet \times \times R \)

\( M(x) \) = moment matrix of kernel function at \( x \)

\( p \) = hydrostatic pressure

\( o S_{ij} \) = second Piola–Kirchhoff stress components

\( o u \) = incremental displacement vector

\( o u \) = virtual displacement vector

\( o u \) = displacement vector, referred to the original configuration, \( x - X \)

\( \ell W \) = strain energy density function

\( X \) = position of a material particle at initial configuration

\( 0 \) = position of a material particle at time \( t \)

\( \delta \) = vector of unknowns, \( \{u, \lambda, r, p\} \)

\( \Gamma \) = domain boundary at time \( t \)

\( s \) = strain increments

\( G_{ij} \) = Green–Lagrangian strain tensor components

\( \bar{\delta} \) = corrected kernel function

\( \bar{\delta} \) = modified kernel function

\( \bar{\delta} \) = interpolation function of particle \( X_i \), computed at \( X \)

\( \psi \) = performance measure

\( \psi \) = physical domain at time \( t \)

\( (\cdot)^t \) = first-order variation with respect to material property design variable \( u \)

\( (\cdot) \) = total derivative with respect to shape design variable

I. Introduction

For decades, the most successful numerical procedure for solving partial differential equations was the finite element analysis (FEA). As FEA technology was maturing, design optimization tools were developed based on FEA. Sizing, shape, configuration, and topology optimization problems were formulated and solved using FEA.

In shape design optimization, because the geometry of the structure is changing from an initial shape to an optimum shape, it is essential for the finite element meshes to vary smoothly from one iteration to another. Highly skewed finite elements or topologically different meshes can generate difficulties in computation of the design sensitivities and lead to instability of the overall optimization process. These problems that appear due to the finite element model were noticed relatively early. Sophisticated automated mesh generation techniques, care-ful choice of design variables, and special techniques to obtain design velocity fields were developed.
and compared. Because the shape design remeshing cannot be done automatically, most of the time, the user has to intervene periodically during the optimization process. Shape optimization methodologies for p version of finite element analysis were proposed, and their advantages were discussed. 7–9

Another approach for shape design sensitivity analysis (DSA) was proposed in Ref. 10. The analysis is performed using a new numerical technique called the reproducing kernel particle method (RKPM). 11–13 This numerical method belongs to a relatively new class of numerical procedures: the meshless (or mesh-free) methods. There are no fixed connectivities between the nodes in these methods, unlike the finite element or finite difference methods. They do require a set of nodes (particles) to discretize the domain, but do not require any prespecified connectivity of the nodes, or locally regular topological structure as is required in traditional meshing. These nodes can be generated automatically using a variety of schemes borrowed from traditional FEA, and the connection with CAD software packages is more direct and easier to establish.

An overview of the meshless methods developed in the recent years is presented in Ref. 14. For meshless methods, the Galerkin procedure is used in a way similar to FEA; the difference is that the shape functions that form the test and trial spaces are constructed using approximation methods such as moving least-squares approximation 15 or the reproducing kernel approximation. 16 These shape functions have a finite support, and they can be flexibly customized for desired regularity and completeness. In reproducing kernel approximation, for example, the exact reproduction of polynomials up to a specific order can be achieved by the appropriate enrichment of basis function in the approximation.

As the development of meshless methods progresses rapidly in complex mechanics problems, 16–19 there is a need for efficient design optimization tools tailored to these advances in computational mechanics. A very attractive feature in the meshless methods is its applicability to shape design optimization due to the absence of a mesh for constructing the shape functions; this unique property can greatly reduce the mesh distortion during design iterations.

In this paper, the Rivlin strain energy density function is employed to describe the hyperelastic structural behavior and the Lagrange multiplier method is used for imposing essential boundary conditions. 14 One advantage of using meshless methods for incompressible problems is that the locking difficulty that exists in finite elements can be removed by simply increasing the support size of the meshless shape functions. This approach, however, considerably increases computational effort.

In the finite element context, the mixed formulations were used successfully for incompressible and nearly incompressible media. 20,21 Chen et al. 22–23 introduced the pressure projection finite element method as a generalization of the mixed formulation and a pressure-free integration for nearly incompressible media and further extended it to the framework of the RKPM. 24

Extensive work has been devoted lately to nonlinear design sensitivity analysis. 25–27 Choi and Duan 27 developed shape DSA and optimization methods for the hyperelastic structures using ABAQUS. 28 A mesh distortion problem, however, was encountered in the finite element analysis of an engine mount example using ABAQUS when a large load was applied.

The direct differentiation method was developed for material and shape design variables under the framework of the RKPM. 10 The DSA method of Ref. 10 is refined and extended here using the Lagrange multiplier method and a pressure projection method, and the resulting DSA methodology is applied for shape design optimization.

The remainder of the paper is organized as follows. Section II presents a variational equation of the hyperelastic structure and its linearized incremental form. Section III provides a brief overview for discretized form of the RKPM. Section IV describes the proposed material and shape DSA methods using RKPM. Section V presents shape design optimization of an engine mount to minimize the mass subject to constraints on hydrostatic pressure and stiffness characteristic of the component. A summary and future research directions are given in Sec. VI.

II. Variational Equations of Nonlinear Hyperelastic Structures

The total potential of hyperelasticity in the displacement based formulation, in conjunction with the Lagrange multiplier method for imposition of the essential boundary condition, is 25

\[
\Pi^t(\mathbf{u}, \lambda^S) = \int_\Omega W(\mathbf{u}) \, d\Omega - \int_\Gamma \mathbf{f}_D^t \cdot \mathbf{n} \, d\Gamma - \int_\Gamma \lambda^S_n (\mathbf{n} - \mathbf{n}^0) \, d\Gamma
\]

where \(W(\mathbf{u})\) is the strain energy density function for the nearly incompressible hyperelastic material:

\[
W(\mathbf{u}) = \bar{W}(\bar{\mathbf{I}}_1, \bar{\mathbf{I}}_2) + \bar{W}(\mathbf{J}) = \sum_{s \geq 2} A_s (\bar{\mathbf{I}}_1 - 3)^s (\bar{\mathbf{I}}_2 - 3)^s + \frac{k}{2} (\mathbf{J} - 1)^2
\]

where \(\mathbf{u}\) is the displacement vector, \(\lambda^S\) are the Lagrange multipliers associated with the imposed essential boundary conditions, \(f^D\) is the external applied body force, \(f^S\) is the surface traction, \(\mathbf{n}\) is the prescribed displacement on surface \(s_k\), \(k\) is the bulk modulus, and \(\bar{\mathbf{I}}_1\) and \(\bar{\mathbf{I}}_2\) are the reduced invariants. In Eq. (2),

\[
\bar{W}(\bar{\mathbf{I}}_1, \bar{\mathbf{I}}_2) = \sum_{s \geq 2} A_s (\bar{\mathbf{I}}_1 - 3)^s (\bar{\mathbf{I}}_2 - 3)^s
\]

is the strain energy density function that is associated with the reduced invariants, \(W(\mathbf{J}) = (k/2)(\mathbf{J} - 1)^2\) is the hydrostatic work term in the strain energy function, and \(\mathbf{J}\) is the determinant of the deformation gradient tensor. The reduced invariants are

\[
\bar{\mathbf{I}}_1 = \mathbf{I}_1 \bar{\mathbf{I}}_3 \quad, \quad \bar{\mathbf{I}}_2 = \mathbf{I}_2 \bar{\mathbf{I}}_3 \quad, \quad \mathbf{I}_3 = \text{det}(\mathbf{F})
\]

where \(\mathbf{F}\) is the deformation gradient tensor and \(G = F^T F\) is the right Cauchy–Green deformation tensor. It is important to note that, in Eq. (1), the displacements and Lagrange multipliers associated with the essential boundary conditions are independent and can be interpolated separately in the discretization process.

By taking the stationary point of the total potential, the equilibrium equation at the configuration time \(t + \Delta t\), with domain \(t + \Delta \Omega\) and boundary \(\Gamma + \Delta \Gamma\), can be obtained as

\[
0 = \Pi^t(\bar{\mathbf{u}}, \lambda^S) = \int_\Omega \bar{W}(\bar{\mathbf{u}}) \, d\Omega - \int_\Omega \bar{\mathbf{u}}^* \mathbf{f}_D^t \, d\Omega - \int_\Gamma \bar{\mathbf{u}}^* \lambda^S_n \, d\Gamma

- \int_\Gamma \bar{\lambda}^S_n (\bar{\mathbf{n}} - \mathbf{n}^0) \, d\Gamma - \int_\Gamma \bar{\lambda}^S_n \bar{\mathbf{n}}^0 \, d\Gamma
\]

where the overbar represents the first-order variation of the quantity underneath. The first-order variation of the strain energy density function \(W\) can be obtained as

\[
\bar{W}(\bar{\mathbf{u}}) = \bar{\mathbf{u}}^* \frac{\partial W}{\partial \bar{\mathbf{u}}} + \mathbf{K} \bar{\mathbf{u}}
\]

where the Piola–Kirchhoff stress tensor, the Green–Lagrange strain tensor, and its first-order variations are

\[
\frac{\partial W}{\partial \bar{\mathbf{u}}} = \frac{\partial \bar{W}}{\partial \bar{\mathbf{u}}} \quad, \quad \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} = \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + k(\mathbf{J} - 1) \frac{\partial \mathbf{J}}{\partial \bar{\mathbf{u}}}
\]

\[
(\frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}) = \mathbf{K} \quad, \quad \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}
\]

\[
\frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} = \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}
\]

\[
(\frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}) = \mathbf{K} \quad, \quad \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}
\]

\[
\frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} = \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}
\]

\[
(\frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}} + \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}) = \mathbf{K} \quad, \quad \frac{\partial \mathbf{K}}{\partial \bar{\mathbf{u}}}
\]
In Eq. (6), the term \( k(J - 1) \), which can be interpreted as the hydrostatic pressure, causes numerical instability (volumetric locking) and pressure oscillation due to the large value of the bulk modulus \( k \). Chen et al.\(^2\) proposed the pressure projection method to overcome this difficulty. In this method, the hydrostatic pressure is projected onto a lower order space, using the least-squares approximation procedure. That is, choose \( p^* = [p_1^*, p_2^*, \ldots, p_N^*]^T \) to minimize

\[
\Phi(p^*) = \| k(J - 1) - Qp^* \|^2 \quad \text{subject to} \quad \|L_2^*(J) - Qp^* \|^2 = 0 \tag{8}
\]

where the \( L_2^* \) norm is evaluated on a closed domain on which the projection space is defined. In Eq. (8), \( Q(x) = [Q_1(x), Q_2(x), \ldots, Q_n(x)] \) represents a basis for the projection space and the projected pressure \( \tilde{p} = Qp^* \) is the approximation of the hydrostatic pressure in the least-squares sense. The minimization of \( \Phi \) leads to

\[
\int \bar{Q}^T(k(J - 1) - Qp^*) \, d\Omega = 0 \quad \Rightarrow \quad \int \tilde{p}(k(J - 1) - \tilde{p}) \, d\Omega = 0 \tag{9}
\]

where \( \tilde{p} \) represents the first-order variation of the projected pressure. The equilibrium equations are then obtained as

\[
\int_{\Omega} \varepsilon^s_{ijkl} \varepsilon_{ijkl} \, d\Omega - \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma = \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Omega - \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma = 0 \quad \Rightarrow \quad \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma = 0 \tag{10}
\]

The stress tensor is computed as

\[
\varepsilon^s_{ijkl} = \frac{\partial W}{\partial \bar{u}_l} \delta_{ij} \delta_{kl} + \frac{\partial W}{\partial \bar{u}_l} \delta_{il} \delta_{kj} + \frac{\partial W}{\partial \bar{u}_l} \delta_{ij} \delta_{kl} \tag{11}
\]

Note that in Eq. (8) the space described by the vector \( Q(x) \) has to be selected. Also, the norm that defines \( \Phi \) can be selected, which leads to different integration schemes and, thus, to different projection methods. In this work, the pressure within each integration zone is assumed to be constant, and full integration is used in the projection equation [Eq. (8)]. By choosing a full integration scheme in Eq. (8), the mixed displacement-pressure formulation proposed in Ref. 22 is obtained.

In mixed formulation, the total potential is augmented as

\[
\Pi(u, p, \lambda^{s}) = \int_{\Omega} \bar{W}(u, p) \, d\Omega - \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma - \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma \quad \Rightarrow \quad \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma = 0 \tag{12}
\]

These equations are the same as the equations in Eq. (10). By the denoting of the vector of unknowns \( z = [u, \lambda, p] \), the system of equations in Eq. (10) or Eq. (13) can be written in compact form as

\[
a^{t}(\lambda^{s}, \zeta, \zeta) = \ell(\zeta) \quad \text{for all} \quad \zeta \in \zeta \tag{14}
\]

To solve this nonlinear equation, the Newton-Raphson method is employed. The linearized incremental form of the equilibrium equation is introduced over the time interval \([t, t + \Delta t]\) as

\[
\int_{\Omega} dJ_{ijkl}(\zeta, \zeta, \zeta) \, d\Omega + \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma = \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma - \int_{\Omega} \bar{u}_i \varepsilon^s_{ijkl} \, d\Gamma \tag{15}
\]

where

\[
\alpha^{t}(\lambda^{s}, \zeta, \zeta) = \alpha^{t}(\zeta, \zeta, \zeta) \quad \text{for all} \quad \zeta \in \zeta \tag{16}
\]

In Eq. (15), the unknowns are the incremental displacements, \( u \), the incremental projected pressure \( p \), and the incremental Lagrange multipliers \( \alpha^{t}(\lambda^{s}, \zeta) \). In compact form, the system of equations in Eq. (15) can be written as

\[
a^{t}(\zeta, \zeta, \zeta) = \ell(\zeta) - a^{t}(\zeta, \zeta, \zeta) \quad \text{for all} \quad \zeta \in \zeta \tag{17}
\]

Here, \( \ell(\zeta) \) is the virtual work done by the external forces \( f^{e} \) and \( f^{s} \), and \( a^{t}(\zeta, \zeta, \zeta) \) is the internal virtual work. Note that in Eq. (16) the external load is assumed to be deformation independent. It is also noted that the energy bilinear form \( a^{t}(\zeta, \zeta, \zeta) \) is linear in both \( \zeta \) and \( \zeta \).

### III. RKPM

In the discrete form of RKPM,\(^{14,15,16}\) the shape function \( \Psi_{I} \) corresponding to the particle \( I \) at the point \( X = [X, Y] \) is constructed using the formula

\[
\Psi_{I}(X) = C(X, X - X_{I}) M^{-1}(X) H(0) \Phi_{a}(X - X_{I}) \Delta V_{I} \tag{18}
\]

where \( C(X, X - X_{I}) \) is a correction function.

\[
H(X - X_{I}) = \left\{ \begin{array}{c} 1 \\ Y - Y_{I} \\ Y - Y_{I} \end{array} \right\} \tag{19}
\]

is a vector that contains monomials up to the desired degree \( n \), and \( \Phi_{a}(X - X_{I}) \) is a nonnegative window function associated to particle \( I \) with support size \( a_{s} \). The matrix \( M \) is

\[
M(X) = \sum_{I=1}^{N} H(X - X_{I}) H(X - X_{I})^{T} \Phi_{a}(X - X_{I}) \Delta V_{I} \tag{20}
\]

The window functions \( \Phi_{a} \) have finite supports, controlled by the dilation parameter \( a_{s} \). Therefore, the sum in Eq. (18) does not need
to be performed for all of the particles $X_i$, only the particles whose support covers $X$ are involved in the computation:

$$ M(X) = \sum_{j \in P(X)} H(X - X_j)\Phi_{a_j}(X - X_j)\Delta V_j $$

$$ P(X) = \{ j \mid \|X - X_j\| < a_j \} $$

(19)

The shape functions in Eq. (17) have the differentiability order determined by the smoothness of the window functions $\Phi_{a_j}$. The cubic B-spline is used for window function $^{10,13}$ so that the shape functions are $C^2$ continuous. It is easy to prove that the matrix $M(X)$ is positive semidefinite. Let $v$ be a vector with the same dimension as vector $H$; it follows that

$$ v^T M(X) v = v^T \left[ \sum_{j \in P(X)} H(X - X_j)H(X - X_j)^T \Phi_{a_j}(X - X_j) \Delta V_j \right] v $$

$$ = \sum_{j \in P(X)} v^T H(X - X_j)H(X - X_j)^T v \Phi_{a_j}(X - X_j) \Delta V_j $$

$$ = \sum_{j \in P(X)} \left[ v^T H(X - X_j) \right]^2 \Phi_{a_j}(X - X_j) \Delta V_j \geq 0 $$

(20)

For two-dimensional problems, with dimension of $H = 3$ for linear consistency, a sufficient condition for $M$ to be nonsingular is that the point $X$ is covered by at least three supports of particles that are not collinear. Similar sufficient conditions can be found for higher dimension of $H$ or three-dimensional problems. The space spanned by the shape functions defined in Eq. (17) has the so-called reproducing properties $^{11}$; it exactly represents the polynomials up to the degree specified in the $H$ vector $^{13-15}$.

Let $\mathbf{z}^*$ and $\mathbf{z}^b$ be the approximations of $\mathbf{z}$ and $\mathbf{z}$, respectively. The RKPM interpolation functions for $u^*$ and $u^b$ that are used in the Galerkin procedure are

$$ u^b_i(X) = \sum_{f \in I_c} \psi_f(X) d_{ij} $$

$$ u^b_i(X) = \sum_{f \in I_c} \psi_f(X) d_{ij} $$

where $d_{ij}$ and $d_{ij}$ are the generalized displacement and generalized virtual displacement of particle $I$, respectively, and NP is the number of particles in the model.

The Lagrange multipliers associated with essential boundary conditions are interpolated using the collocation method, and the pressure is assumed constant over each integration cell (cell). At run time, pressure is condensed at the integration zone level.

IV. Design Sensitivity Analysis Using RKPM

The basic theory of DSA for meshless method presented in Ref. 10 is extended here, by using the Lagrange multiplier method and a pressure projection method.

A. Material Property Design Sensitivity Analysis

Consider the material property $b$ as the design variable. Taking the derivative of the equilibrium equation Eq. (13) with respect to $b$,

$$ \int_{\Omega} \partial C_{ijkl} \partial e_{kl} \frac{\partial b}{\partial t} \partial \Omega + \int_{\Omega} \partial S_{ij} \partial e_{ij} \partial \Omega + \int_{\Omega} \partial \frac{\partial F}{\partial e_{ij}} \partial \Omega $$

$$ - \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega - \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega $$

$$ = \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega $$

(23)

where the prime denotes the derivative with respect to design parameter $b$ and

$$ \frac{\partial b}{\partial t} = \frac{\partial b}{\partial t} + \frac{\partial b}{\partial t} $$

$$ \frac{\partial b}{\partial t} = \frac{\partial b}{\partial t} + \frac{\partial b}{\partial t} $$

(24)

$$ \frac{\partial b}{\partial t} = \frac{\partial b}{\partial t} + \frac{\partial b}{\partial t} $$

The system of equations in Eq. (23) can be written in compact form as $^{10}$

$$ \mathbf{a}'(\mathbf{z}^*, \mathbf{z}) = \mathbf{a}(\mathbf{z}^*, \mathbf{z}) $$

(26)

The energy bilinear form on the left side of Eq. (26) is the same as in Eq. (16), but the system is solved now for the sensitivities $\mathbf{z}'$ with respect to material design variable $b$.

B. Shape Design Sensitivity Analysis

The equilibrium equation for the perturbed shape design using the total Lagrangian formulation is $^{10}$

$$ \mathbf{a}_0 \left( + \frac{\partial u}{\partial \mathbf{z}} \right) \mathbf{z} = \mathbf{a}_0 \left( \mathbf{z} \right) $$

(27)

The pointwise material derivative of the structural responses $i = \text{const}$ is $^{15, 29}$

$$ \mathbf{a}_0 \left( \mathbf{z} \right) = \lim_{\tau \to 0} \frac{i \mathbf{a}_0 \left( \mathbf{z} + \mathbf{v}(\mathbf{z}) \right) - \mathbf{a}_0 \left( \mathbf{z} \right)}{\tau} $$

$$ \mathbf{a}_0 \left( \mathbf{z} \right) = \mathbf{a}_0 \left( \mathbf{z} \right) $$

(28)

By the taking of the total material derivative of Eq. (13) and rearranging so that the left side of these equations contain material derivative of independent variables, we obtain

$$ \int_{\Omega} \partial D_{ijkl} \partial e_{kl} \partial \Omega + \int_{\Omega} \partial S_{ij} \partial e_{ij} \partial \Omega + \int_{\Omega} \partial \frac{\partial F}{\partial e_{ij}} \partial \Omega $$

$$ - \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega - \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega $$

$$ + \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega + F(\mathbf{u}, \mathbf{\dot{u}}) $$

$$ = \int_{\Omega} \partial \phi \partial e_{ij} \partial \Omega $$

(29)
Rivlin model is employed to describe the hyperelastic material, with material constants \( V \). The right-hand side of the equation depends on the design velocity fields and on the final equilibrium configuration. The displacement prescribed at the final step is 1.397 cm. Figure 2 shows the fringe plot of the hydrostatic pressure on the deformed structure. The pressure projection method is used such that the hydrostatic pressure is assumed constant within each integration zone. Therefore, the hydrostatic pressure can be condensed at the integration zone level. A \( 3 \times 3 \) Gaussian integration scheme is used for evaluation of the integrals over each cell. The load-displacement response of the engine mount at the initial design is shown in Fig. 3. For the problem, 20 shape design parameters are selected: the \( x \) and \( y \) coordinates of 10 control points on the boundary as shown in Fig. 4. By the use of the boundary displacement method
Table 1 Verification of accuracy of design sensitivity

<table>
<thead>
<tr>
<th>Performance</th>
<th>$\psi(\tau)$</th>
<th>$\psi(\tau + \delta \tau)$</th>
<th>$\delta \psi$</th>
<th>$d\psi/d\tau$</th>
<th>$\psi/\delta \psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>External force</td>
<td>82.2544969</td>
<td>82.2534566</td>
<td>-0.0010403</td>
<td>-10.59603</td>
<td>101.8547</td>
</tr>
<tr>
<td>Pressure, 19</td>
<td>-17.8374792</td>
<td>-17.8394391</td>
<td>-0.0019599</td>
<td>-19.5835417</td>
<td>99.9179</td>
</tr>
<tr>
<td>Pressure, 22</td>
<td>-10.609401</td>
<td>-10.6103983</td>
<td>-0.0009964</td>
<td>-10.09913</td>
<td>101.3481</td>
</tr>
<tr>
<td>Pressure, 38</td>
<td>-73.9683870</td>
<td>-73.9716866</td>
<td>-0.0032996</td>
<td>-33.2033864</td>
<td>100.6285</td>
</tr>
<tr>
<td>Pressure, 39</td>
<td>-67.064370</td>
<td>-67.062390</td>
<td>0.00197976</td>
<td>19.7791618</td>
<td>99.9069</td>
</tr>
</tbody>
</table>

Fig. 4 Design parametrization.

Fig. 5 Cost history.

Fig. 6 Design parameters history.

To summarize, the optimization problem is as follows: 1) minimize area (implicitly mass) of the rubber component, 2) subject to $|\text{pressure}| < 66 \text{ N/mm}^2$:

$$-0.03 \leq \frac{\text{current stiffness} - \text{initial stiffness}}{\text{initial stiffness}} \leq 0.03$$

The optimization is carried out using the modified feasible design method available in the Design Optimization Tool (DOT). The meshless model is updated at each step during the line search, for each iteration, and a complete analysis is carried out to determine the objective and the constraints functions. The DSA information is requested by the DOT to compute a new search direction and to decide if the optimum point is reached.

The optimization process converged after 13 iterations. The cost function history, design parameter history, and normalized constraints history are shown in Figs. 5–7, respectively. The final shape of the structure is shown in Fig. 8. The pressure contour plot at optimum design is shown in Fig. 9, and the stiffness characteristic is shown in Fig. 10. The optimum design is compared with the initial design in Table 2.
Table 2  Cost and constraints functions for initial and optimum designs

<table>
<thead>
<tr>
<th>Function</th>
<th>Initial design</th>
<th>Optimum design</th>
<th>Change, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost (area), cm²</td>
<td>9.501</td>
<td>8.445</td>
<td>−11.11</td>
</tr>
<tr>
<td>Stiffness, N/cm</td>
<td>58.88</td>
<td>57.05</td>
<td>−3.108</td>
</tr>
<tr>
<td>Pressure, 38, N/mm²</td>
<td>−73.968</td>
<td>−65.989</td>
<td>10.78</td>
</tr>
<tr>
<td>Pressure, 39, N/mm²</td>
<td>−67.064</td>
<td>−66.165</td>
<td>1.34</td>
</tr>
</tbody>
</table>

VI. Conclusions

A continuum-based DSA and optimization method for hyperelastic structures using RKPM was presented. Both the material property and shape DSA methods for hyperelastic structures were extended to take advantage of the pressure projection method and the Lagrange multiplier method. The proposed optimization method was demonstrated to be effective using an engine mount example. Shape DSA and optimization using the meshless methods hold a great potential to eliminate mesh distortion problems that occur using traditional finite element methods. Currently, extension to three-dimensional problems, contact problems, and elastoplastic problems are being investigated. Also, a CAD-based optimization procedure for meshless methods is under development.
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