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Elementary
Fow Cperations

® Multiply any row of the matrix by a (positive
or negative) scalar

¢ Add to any row a scalar multiple of another row

¢ Interchange two rows of the matrix

(Strict/\y speaking, the third is nol ‘elementar)’,
because It can be accomplished b & segquence or”
the ather two row operations!)
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Elementary Column ||
Cperations

e Multiply any column by a (positive or negative)
scalar

e Add to any column a scalar multiple of
another column

¢ Interchange two columns of the matrix
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‘Ifquivalence \ ECHELON MATRIX | Example
of Matrices ’
: 1 50 3 -1 2 8
Matrix A is eguivalent to matrix B (A~B) o 0o1-1 2 5 0 k=3 =rank
if Bis the result of a sequence of elementary O 00 1 3 1 9
row &/or column operations on A. 0 00 0O 0 0 0
If only row operations are used, then A is 0 00 0O 0O 0 0

row-eguivalent toB - -
If only column operations are used, then A is

B a— Note: every malrix is row-eguivalent to

some echelon malrix.
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Echelon Matrix

——an mxn matrix with the properties If A is equivalent to B, then the rank of A
® cach of the first k (O<k<m) rows has some equals the rank of B.

nonzero entries, and the remaining m-k rows
consist only of zeroes _
® the first nonzero entry in each of the first k RANK: size of the largest (square) nonsingular
rows isa"1" SULIMALITY
® in each of the first k rows, the number of zeroes
preceding the leading "1" is smaller than it is
in the next row
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Elementary ||
Matrices

An elementary matrix B is the result of
performing an elementary operation on an
identity matrix.

Example 1 00 1 00

(Elementar\ row
aperation. add -2 limes
1irst row to ihird row/

0010|7010
001 201
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pre-mulftipfication
by elemeniary
matrix

Multiplication byan |
Elementary Matrix

If E is an mxm elementary matrix and A is
an mxn matrix, then EA equals the result of
performing the same elementary row operation
on matrix A.

Example. 1 00 2-10 4 2-10 4

y Y

aqq ~2Lmes | g 4 0 ||513-1|=[51 3 -1
1irst row to

Lhird row -201

4 3 1 2 05 1-6
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If E is an mxm elementary matrix and A is

an mxn matrix, then AE equals the result of
performing the same elementary cefumn operation
on matrix A.

Example. 210 100 210
Fad =2 Limes 5 1 3 113
z‘/‘?f?”f column 4 3 1 010 5 3 1
to first column 20 1

S\ ‘cﬁewfé ol SZicd s

subiracting twice third

post-mulliplicalion ! a
caltnnn o irst

.ény elementary malrix
inrfie afl 1 ae

Ryrirlkar 1l af loaoa
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To compute A™', augment the matrix A on the right
by the appropriate identity matrix , and
perform elementary row operations on this matrix

to obtain . Then P= A"

Solving Linear Eqns 8/26/2003 page 12



Calculation of

Matrix Inverse

Fxample. 121100 100-4-53
-1-11%010 ~1 o0 10233-2
013001 001 -1-11
1 21]" [-4-53

and so
1-11 =13 3 -2
013 1-11
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Pivot operation on row r, column s
i.e., element A} of mxn matrix A:

A sequence of elementary row operations:
¢ Fori=1,2,.m buti=r:

add _Al/As; times row r to row i

e Multiply row r by the scalar 1/Af_

Errect. column s will consist o zeroes, with the
exception o' a 17 inrow .
Warning.: [his 1s not the anly seguence ol elementary
row aperations having this efrect!
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_ _ A pivall
1 3"’5 0 | R «R- 1/(3 R;
1 43 0 | R <R,-13R;
121 0 14 1_R3elf3R3

-1-11

0 1(3) \ (2 3 0 | metapiet

0 Rl(_Rl-RZ
R; eR2—1/3R3
R, <« 14R,
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A pivol matrix corresponding to a pivot on

row r, column s of a matrix A is the result

of performing the same elementary row operations
on the mxm identity matrix.

A pivot matrix is the product of elementary
matrices!
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Pivot Matrix || [ A} ]
[ Pivot Matrix | 1 0 (2 0 0
Ay
AZ
Lirrers rrom 0o 1. - ,J;g 0 0
the mxm identity '
matrix only in .
calumn r 0 0 :;? 0 0
r
AS
0 o Zm 1 0
A‘s'ﬁr
0 0 -2 0 1
L Ay .
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| FPivot Matrix |

To store a pivot matrix, we need not store the
entire matrix, but only

e the number (r) of the pivot row
¢ column #¥r of the pivot matrix (the ef# vector)

Af A 1 Al
r r r Ar

This 15 suiticient intormation Lo reconstrict the
DIOL mELrTY.
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Product Form |

of the Inverse

If matrix A is nonsingular, then a sequence of
pivots down the diagonal of A (with possible row
interchanges to avoid zero pivot elements) will
reduce A to the identity matrix. This is equivalent
to pre-multiplying A by a sequence of pivot
matrices: (Pm--- (P3(P2(P1A) ) )--- ) =1

=  (Pm--- P3P2P)A=1

— A'=Py..- P3P, P
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Product Form |
of the Inverse

In the Revised Simplex Method, computation of
values in the tableau is done, not by pivoting in
the tableau, but by either pre-multiplication or
post-multiplication by the inverse matrix:

e Computation of simplex multipliers usezin

-1 selecting
= cB(AB) prval
) . ) colurmi
e Computation of substitution rates _
) wsed
o = ( AB) AS  pertorming

Lhe prvol "
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Computing B Solve n AP=c¢B for =n:
Simplex

-1
lultipliers n = cB(AF)
=P Py Pri--- P3PoP))

= (((---(cPPg)Pg-1 - - -P3)P2)Py)

‘Backward Transiormalion”, or BTRAN

The pivot matrices are processed in the reverse
of the order in which they were generated,
ie, PoRey... PzP, P,
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For each pivot matrix P,

we need to calculate n=vP
CalN r=3

B 1 0 Tll 300

O O
o o

TL:[Vl Vy -er Vg Vi ] 0 Onr 0 0

[y
c’uln

0 ooy
0 0 M -

:[\H V2 .- (vai) s Vg Vm]
entr /“J

Onu-
=]
=
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ﬂ,j=

Step O: Set v=¢B and k = # of ETA vectors

Step 1: Using BTRAN formula above, compute
with ETA vector #k

Step 2: Ifk>1, let v=n

Vi

forj=r

>ovmy forj=r
i

and k =k-1, and go

to step 1; else proceed to step 3.
Step 3: The final value of = is the solution

of n AP =¢cB

Solving Linear Eqns

-1
o= (AP A°

8/26/2003

Solve AF o = A® for substitution rates o

= (Pg Pgg--- P3PoP A’
= (Pp(Pr1 - P3P2(P1A%)) )

Forward Transtormalion’
The pivot matrices are processed in the same

ar FTRAN

order that they were generated,

i.e., pl’ p2, ps,

Solving Linear Eqns
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That is,

Solving Linear Eqns

Step O:

Step 1:
Step 2:

Step 3:

Solving Linear Eqns

Colmn ;"-/?

1 0---qy -0 0
0 1---m; -0 0 Vi 11 Vy
S R R
=10 0--m ---0 0 vz | = :
Bk MV
0 0---nypy---1 0 Vi Vit Ve
0 0.1y ---0 1 |
vit vy fori=r
¢l =
N:Ve fori=r
8/26/2003 page 25
vit Niv; fori=r
G =

NVe fori=r

Set v =4A° (e.g., column of original tableau),
and k=1.

Using the FTRAN formula above, compute o
If k < #* of ETA vectors, thenlet v=a

and k=k+1, and go to step 1; else proceed

to step 3.

The final value of v is the solution o of
the equation AP o = A®
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|

Gauss Elimination

-— a method for solving Ax=b by performing
a sequence of elementary row operations
on the augmented matrix to reduce it
to an echelon matrix. The solution is then
obtained by "back-substitution”.
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X1+ X2+ x3=4

Example: X1 +2X2+2x3=2
-X{- X2+ x3=2
1114 111 4
X{+ X2+ xX3= 4
1222|7011 2= X2+ x3=-2
x3= 3
-1-11 2 001 3
Backsubstitution:
X = 4-X32-X3
X2 =-2-x3 B — x1 =6
x3= 3 }:}xz—-S
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Gauss-Jordan
Elimination

--similar to Gauss elimination, except that the
coefficient matrix is diagonalized by further
elementary row operations, eliminating non-
zeroes above as well as below the diagonal.
Eliminates the need for "back-substitution”.
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X1+ x2+ x3=4
Example: X1+ 2x2+2x3=2
X1- X2+ X3=2

111 4 111 4 100 6
122 2["|o11 2[~|0o1o0 -5
111 2] loo1 3 001 3
That is, X1 = 6

Xp = -5

x3 = 3
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Compared to "Gauss Flimination Flus Back
Substitution , Causs- fordan Elimination
FeGuires more computatfon--

especiallyv if the eguations are to be selved
for several right-hand-side vectors!
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GCauss Elimination as

Matrix Factoriz

A =PLU

P is a permutation matrix (which performs the

interchange of rows for partial pivoting)

L is a lower triangular matrix, [»0°

U is an upper triangular matrix | o<
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1 21 (1 2 1] 1 21
A= |1-11 = 012 7 |012]|=U
013 L0 1 3] 001

R2<R2+R Rz<R3-R> j
17
. : per=
1 00 1 00 Lrvangiar
E1= 110 ,E2= 01 0 IMAEET
Lowear
001 L0 -1 IS | vansuar
INAITCES
—
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E2EIA=U
—
L
1 0 0 1 00
~ H\_l
L=l110|,L =|-110
-1-1 1 011

La=U = A=Lu=LU
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Lower
lrianguiar
Fortolagig

Matriv o i
factored o g
roduct of
foper & upber
drianguiar
matricesy
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Suppose that we need to solve

X| +2X2 +x3= 2
-X|{ -X2 +xX3= 3
X2 +3x3=-1

1 0 0 1 21

=LU =|-11 0 01 2
011 0 01
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To solve Ax=b, i.e., L(Ux)=b:

® solve Ly=b fory (forward substitution)

100 2 y1=2

11 0|¥y=|5]| = 4 yz=35+y1=7
y3=-1-y2=-8

01 1] -1

® solve Ux=y for x (backward substitution)

12 1] 2 X;= 2-2%-x3=-36

01 2 |x=|7 et Xp= 7-2x3=23
x3=-8

0 0 1. -8
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CHOLESKY FACTORIZATION
Suppose that A is a symmetric & positive definite matrix.
Then the Cholesky factorization of A is

A=LTI

where L is a lower triangular matrix.

Computation:
Suppose that we have the factorization
A=LDI
Then if D/ 20, we can define a new diagonal matrix D where

b/ =D]

Then A=LDI =LDD I’ :(LD) (L[))T =/ [" where [=LD
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Example:

We wish to find the Cholesky factorization of the matrix

2 01
A=10 1 1
11 2
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Cholesky factorization...

o o
= -
ul &
ﬁ 1
5 1 0 0 2 0 1
1002017 o c L i Ul
010011| —| 0 1t 0 0 1 1 L
i i _1 N 1
001112 tho1 o 1 3 A4 10 0 15
o~ s - v
'L:Q 9 % L tlower U ruyooer
b + {' ™ trigmguiand Frommgulard
T $] )
S & 2
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The lower triangular matrix L is found by performing (on the

identity matrix) the inverse of the row operations used to reduce

the A matrix:

1 0 0|2 0 1
A=LU=|{ 0 1 0|0 1

%110112
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Define the diagonal matrix D:

2.0 0 %00

D=0 1 0|=D'=l0 1 0

00% 0 0 2

Note that

%OO 0 1
U=D'U=/0 1 0/|0 1 1
0 0 2 1
004

=0 1 1
0 0 1
Solving Linear Eqns 8/26/2003 page 41
And so,
1 0 0f20 of! 0 %
A=LDL"=[ 0 1 0|0 1 00 1 1
Lo 0 1
00 Y
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Define the diagonal matrix D where D' =./D’.

20 0
D=0 1 0
o o |}
V2
1 0 0[[v2 0 o0 20 0
Then compute L=LD=| 0 1 0 1 0

(=]

0 = 0 1 0
Vo1 1o y y 1 y
% RV
So the Cholesky factorization is

ﬁooﬁo%/z

0 1 0 0 1 1
1 11 0 oy
J5 ' ) 5
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A=LI" =



