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State | is reachable
from state i
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States 1 & j
communicale
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If state i is recurrent, and states i & j
communicate, then state j is recurrent.
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A set of states is c/osed
if no state not in the set
is reachable from a state
in the set

A minimal closed sef 1s a
closed set which has no closed
proper subsets.
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A state which forms a closed set, i.e., which
cannot reach another state, is said to be @bsarting.

If state j is absorbing,
then
(n)

pj = Py - 1
for all n=1, 2, ...

state 7 is
absorbing
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A state i is recurrent if, given that the Markov
chain starts in state i, the probability that it
eventually returns to state i is one.
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fi]- = Probability that the first visit to state joccurs at stage n,

given that the initial state is i

A state which is not recurrent is said to be
transient.

The period d(i) of state i is the greatest common

divisor of all the integers n> 1 for which
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d(1)=d(2)=2 d(1)=d(2)=1 d( 1)=d(2)=d(3)=2

If i « j, then d{i)=d(j).
A Markov chain with d(i)=1 for all i is called
aperfodfc

A minimal closed set is said to be irreducit/e.

A Markov chain is called 7rreducib/e if the set of
its states is a minimal closed set.

(A Markov chain is 7rreducibfe if and only if
every pair of its states communicate.)

In a Markov chain with
finitely many states,

a member of a minimal
closed set is recurrent
and other states are
transient
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[ Absorption Analysis ]

If state j is recurrent, but

n1_i>m pi(;l)= 0 for any state i,

then state j is said to be nu//

Anirreducible Markov chain with /77/22/ many

states has
¢ no recurrent null states

e no transient states
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Consider a Markov chain with N states:
® r absorbing states
® s =N-r transient states
Partition the transition probability matrix P;
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Let states i & j both be transient, and define

€y; =expected # of visits to state j, given that

the system begins in state i
(counting initial visit if i=j)

R+QRiQ 2w
: €y = ED bij
L

_ and the r x r matrix:
p" | S .0 } shsarting -
= - i B . . )
(I+Q+Q2+. L AQ" 1) RiQ" } ransiont E= E:O Q" =(1-Q)
M i 2 _ 2 2 _

sty ransieit since (1-Q)(1+Q+Q°+ ... )21+ QQ+Q Q% ... =1

An alternate method for computing these

‘[ Absorption probability ]]

Let state i be transient and state j absorbing,
and define:
a;; = probability that the system enters
the absorbing state j at some future time,
given that it is initially in transient state i
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aij =2 fy
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agbsorpiion probability
{an infinrte suml

3
ajj= pil'+kz=:lakipik . i transient, j absorbing

/n malrix form.

A =R+ QA where P:[IO] }ﬁfmﬁrmﬁg
R Q trensient

A-QA =R RiQ h

(I_ Q) A - R ahsariing  trensiant

A=(I-Q7'R

A=ER

probabilities:

Condition on the siste entered st stage *1°

N

P{system enters state j| Xy =k} P{X;=ki
kel

P{system enters statej|><1 =]} Py =1}

+ 2 P{system enters statejlx, =k} P{X =k}
k absorbing, #j

+ 2 Plsystem enters state j|X; =k} P{X;=k}

k transient
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