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Summer Weather |

Summer days are classified as either
sunny o or cloudy.

Suppose that the weather on any
summer day depends on the weather
conditions for the previous two days.

»

author
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To be exact, suppose that

e if it was sunny today and vesterday, then it
will be sunny tomorrow with probability 807%

e if it was sunny today but cloudy vesterday,
then it will be sunny tomorrow with
probability of only 60%

* if it was cloudy todavy but sunny vesterday,
then it will be cloudy tomorrow with
probability 60%

» if it was cloudy for the last two days, then it
will be cloudy tomorrow with probability 90%
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If we define a stochastic process {X,:n=1,2,...]
0 if dav n is cloudy,
by Xn - { | if day n is sunny,
then the stochastic process 1s NOT a Markov
chain, since it 1s not MEMORYLESS,
that is, the probability that (for example)
tomorrow 1s SUNNY depends not only on
today's state, but also vesterday s!

i we wislh 7 Markov cofigin model, the state of |
the system must mcorporate ALl refevant |
mtormation required o determine the

transilron probasbifitros?
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¢ [here are four possible states:
i. (5,5); Sunny both vesterday & today
ii.  (5,C): Sunny vesterday, cloudy today
iii. (C,5): Cloudy vesterday, sunny today
iv, (C,C) Cloudy both vesterday & today

From the state (5.5) there will be a transition to either
(S5 or (507 from {50} there wili be 8 fransition (o
efither {C.5)or (.0} efc. That is, tomorrow, today will be
yesterday/
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The transition probability matrix 1s
55 SC CS  CC

ss| 08 02 0O 0
sc| () 0 04 06
P=cs|06 04 0 0
cc| 0 0 01 09
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suppose that sunday and Monday are both SUNNY.
what is the probability that Friday will be sunny?

4936 1424 0244 2796
pé= 2032 0928 0a7 t=ts i)

4272 1248 0925 S5

1398 0592 0945 AOBS

Beginning in state 1 (3,3), there is a probability of
0.4236+0.0844 = 0.575 that 4 davs hence (Fr7gFyr) the svstem
will be in states 1 or 3, ie the day will be sunny.
(O equi\Fientfl, orme could tind e probshn il et on Saturday
e SVsle L (o Sof o FER O w Wi cEse
Friday mnist faq\ve Desr SUv rifj“m_t;r the Firth power ol £ e wonkd
Prnd EHsE i gives LSRG TIREE = 0578 fhe sarme walve F
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The steady-state distribution 15
m1= 02727, m2=00909, m3=0.0909, m4=05454,

50 that in the long run, the probability that a day 1s sunny 15 the
probability of being in states (S,8) or (C,5) is
m1+mz = 03636,

1.2 26.36% of the days will be sunny.
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When constructing a Markov chain model of
a system, the state must be defined so as to
incorporate ALL information necessary to
determine the probability distribution of
the transitions!
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