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A state 1 1s recureend if, given that the Markov
chain starts in state 1, the probability that it
eventually returns to state 1 1S one.

i.e., Zfi{?} -
f=1

(1)

fij = Probability that the first visit to state J ocours at stage n,
given that the initial state is i

A state which 1s not recurrent is said to be
fransient.
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State | 15 reachab/e
from state |

i — |

States 1 & ]
COTINICale

&>

[f state 1 is recurrent, and states 1 & |
communicate, then state j is recurrent.

The period dii) of state i is the greatest common
divisor of all the integers n: | for which

(1)
py >0
Examplies |
@‘:@ 1,3 OH S S0
d{1)=d(2)=2 d{1)=d(2)=1 d{1)=d(2)=d(3)=2

If i « j, then d(i)=d(j).

A Markov chain with di(i)=1 for all i is called
aperiodre
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if no state not in the set |
is reachable from a state |

3 e A set of states is c/osed |
e.

A mminimal closed sed 15 4
closed setl which has no closed

proper subsets.

fe cinsed sels s

11,2,3,4,20,7} Boih these closed
i11,2,3) S SEls EE T
11,2346 7

171

A minimal closed set is said to be irreducitiie.

A Markow chain is called Frreducifrfe if the set of
its states is a minimal closed set,

(A Markov chain is Zrreducifife if and only if
every pair of its states communicate )
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A state which forms a closed set, 1.e., which
cannot reach another state, 1s said to be gbsording.

3 a
If state j is absorbing, '9
then 0

(n) [
Pjj = Py =

for all n=1, 2, ...

state 7 is |

FETOENITG

3 4)—(s) | InaMarkov chain with
finitely many states,
(6] a member of a minimal

closed set is recurrent |
and other states are
fransient

Sigles J 2 & 7
S LT
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It state | 15 recurrent, but

lim pﬁll 0 for any state i,

M—= oo

then state | is said to be #e//

An irreducible Markov chain with /Fr/fe/ many

states has
# no recurrent null states

# No transient states

[ Absorption Analvsis ]

Consider a Markowv chain with N states:
¢  absorbing states
¢ s =[MN-r transient states
Partition the transition probability matrix P

p- {ID} } ;TS

R :Q } & s
‘_H'l"_. ‘_H'l"_.
P

COF TR CER RIS
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The Powers of P p— I 0
R:Q
Pg | 0 5 I 0
I P L L L L T j— """""""""""""“""""'5" """""
R+OR | O R+QR+QR | Q
L |
L |
L ]
Y — S 0.} o
(I+Q+Q +. +Q :I Qn } Prmaiaind
L "'\-"' =~ - -
GG PIERSTET

Let states 1 & ] both be transient, and define
€y = expected ¥ of visits to state J, given that

the sywstem begins in state |
(counting initial visit if i=j)

Zp'?f'
and the r x r matrix:
E=3 Q" =0-Q)"
since (1-Q)(1+Q+Q%+ ... )=1+QQ+Q™Q% ... =
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[ Absorption probability ]

Let state 1 be transient and state j absorbing,
and define:

a;; = probability that the system enters

the absorbing state | at some future time,
given that 1t 1s initially in transient state |

ghsorplron probabifify
(ar nfiife sumi

An alternate method for computing these
probabilities:
Conaiiion o fae sigle entered 58 stasge *70

N
ajj = 2. Pisystem enters state | | K=k} P{Hy=k]
k=1

Pisystem enters state | | Ap=11 PIAy =00
+ 2. Pisystem enters state | | Ay =k Pixy =kl

k absorbing, =]

+ 2 P{system enters state | | Ay =kl PR =kl

k transient

3 .
- 1pf1+n+§1 Ay Pik Ajj= pyt 2. aPu |
= k=1
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i matrix form.

A =R + QA where po| L i 0] aneoming
} drmasiant

A-QA =R SN

SESGFNIG  LrENETERT
(- A =R

A=(1-Q'R




