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Elhennis E:r'_icke-r', . of lowa, 1‘_5'9? ]
A discrele-time MNarkov Chamn changes states

only at discrete points in time:
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Eenniz Bricker, U. of lowa, 1997

A conlinvous—time Markov Chain (CTMC)
may change 1Ls state at #7p point in Lime;
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THE e th dF T € spent in a state before a transition
has the exponenfiz/ distribution:

T
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Eenniz Bricker, U. of lowa, 1997

The embedded (discrete-time) Markov chain
derived froma CTMC:
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AtComitintgls—time Markov Chain

is a stochastic process {X(t): t20} where

® X(t)can have values in S=10,1, 2,3, ... ]

¢ Fach time the process enters a state 1, the amount
of time 1t spends in that state before making a
transition to another state has an exponential
distribution with mean time %,i

& ‘When leaving state 1, the process moves to a state

]
Jwith probability py where pi=0 and 2 pi=1
j=0

& The next state to be visited after state 115
independent of the length of time spent 1n state |

Eenniz Bricker, U. of lowa, 1997

Transition Probabilities

pij(t) = P{ X (t+s) =

Continuous at t=0, with

1 (1) =
tlirlnl Pu( ) {

Pit)

1 if i=j

0 if i=j

[ pig(t) pra(t)
pzilt)

Transition

matrix is
a function

of time!

page 4
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Li=-%p (0) (rate at which the process leaves
state | when it is in state j)

Ly = él_tp__m} = 44 pij (transition rate ml.;n:u gtate i
when the process is in
state i)

Eenniz Bricker, U. of lowa, 1997

The process, starting in state i, spends an amount
of time in that state having exponential
distribution with rate ;. It then moves to state

i with probability pii= Y

I
n Il -11] Z',l,--
= L= = 1] I
ZPT 2T 0 = =2
i 1=
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Chapman-Kolmogoro

Equation

pij{t +§) = > P (L) PKJ(S) , v1,je9,
ke=s 78,t=0

Eenniz Bricker, U. of lowa, 1997

Since p (t) is a continuous function,
pij(AL) = pyy(0) + Lp;(0) AL + o(At?)
But we have defined A = dﬂ'—tp”(DJ
For i=j:  p;(At) = p;;(0) + &;; AL + o(At?)
=LijAL  for small At
For i=j:  py(At) = pul0) + 445 AL + olAt?)
=1+ LAt for small At
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From the Chapman-Kolmogorov equation,
Dij(t+ﬂt] =2 piklL) ij(ﬂt:'
k

= Dij':t:'[]jj(ﬁt:' + 2 Dik:':t:'[:'kj':ﬁt:'

k= |
= Dl_](t:l |:1 + ljj.ﬁt + D(ﬁtgj]
+ Z Dm[t:’ [lkjﬁt +D|:ﬁt2:|]

k|

Eenniz Bricker, U. of lowa, 1997
Pis(brAL = p(0) + | 3 padt) Ry AL + |3 (b)) o(at?)
k k

[31]":114‘&1',:' - [311":1":'
At

o(AL?)

= Z Dn{(t) 14{]' + |:Z D1|=;|:t:|:|
k k

Taking the limit as AL — 0

Loyt =S el by v ij |
K

dt
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ilenniz Bricker, U. of lowa, 1997 .
The process is described by the system of

differential equations:

dpit) =S DAy 7 ij |
o )

or

Eenniz Bricker, U. of lowa, 1997

Spgti= 1 At
]

Il
-

d >pitr=d 1
= dt]Z_D](J dt[]

4 o) =
= %dt pijtt) =0

= 2. Aij=0
j

That is, the sum of each row of A is zerol

page 8
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Example | ~ _
: -(L 2+ A3) Az Ais
= Aoy —(Rgp+has) Ay
Ay Aiz  —(Agp+Asz)
A2 2 ) B
1’"”#7
e 2]
G)‘\l Aoz |3 The sum of each row of A
3l
must equal zerol
N@ q

Ka

Eenniz Bricker, U. of lowa, 1997

teadvstate Probabilities

(IFEREnaent af the inilial
state 7

Jim pij(t) = 71

Must be nonnegative and satisfy
i ni=1
i=1

Whal alher eguaiions gre neeaed fa aefermine T 7

=
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EDennis Bricker , U. of lowa, 1997

teadvstate Probabilities

In Lhe case of discrete-time Markov chains,
we Used the equations T =nP

1
1.e., 'Il:jzzl Eipij"?’]
i=

i the case of canirnvots-time MNar&ov chains,
we tse what are calffed Balance ™ egqualions.

Eenniz Bricker, U. of lowa, 1997

Balance Equations

For each state i, : /
the rate at which the @%

svstemn /fegves the state must equal

the rate at which the system enfers

the state; ’

lini = ljiﬂ'l;j + lkink + 1,11:11;1

page 10
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ance Equations

(> Aipny =2 Ay ng Vi

51 ;5]

BRSO FElEs |
from sigiei

EFERSIEION FRlES |
ito siste '

-
stogdystate (> Aijdmi=> Ay Ry Vi
Fistribulron is i ki

compuled by

safving this i =1

sysienr of S :

EGUFEIons

Eenniz Bricker, U. of lowa, 1997

An alternate derivation of the steady—state
conditions begins with the differential
equation describing the process:

dt

d pijlt) = 3 padt) by W 1, ]
»

suppose that we take the 1imit of each
side, ast — o
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d Dij(tj => Dyl L) Ay V1,5
dt "
o d e Y =1 | |
SHNIT _ .
— M Nimp;iit)) = (lim pilt )] Ly
ar (P (V)= X flim pudL)
—— 0 = Z Ly lk]‘
k
1.8,
Example A1z s
~(Ay1+R;3)  Ags
L1 2 A3 iz (A3 +Rs; ]_

131
N@ ~Aiztlizng +Azimg +Azimz =0

Lizmy — (Ao tAzzing, + Aspmz =0
Lizmy + Az —(Aztdszlng =0

Ka
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©EDhennis Bricker , U. of lowa, 1997

Birth-Death Process |

A birth-death process is a continuous-tirnme

Markov chain which rmodels the size of a population;
the population increases by 1 ("birth”) or
decreases by 1 ("death”),

T Pz B3 H4 s He
4

Eenniz Bricker, U. of lowa, 1997

Steady-State Distribution |

of a Birth-Death Process

T Pz B3 Ha s He

Balance Equations:

State Aimgp=pin; =
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Steady-State Distribution

of a Birth-Death Process

iy 2 Ma Hs Hs He
Balance Equations:

State /- A+ prIn=AgRg+ pontz =

A
A+ P my-Agng (11+|-"1:'|_L_?“D - Lgng
¥ = 2

o=

Aidy

= | g, = M100
2 L] LIy

Eenniz Bricker, U. of lowa, 1997

I general

(Mo + Wil YR = Aol + PR
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i) (e

= Pi-1--P1LPOR0 wherep =

1

Hivi 4}

ELO oF FrEnasiiioe
o_ @ rafes Hol wesr

T FoiFcent sislas

Eenniz Bricker, U. of lowa, 1997

Substituting these expressions for =n; into

f ti=1 vields:
:rnu—l—% hig oAk g =1
i=] PRz
N E Aig A 1dy 1
i=1 Hi---pepd

page 15
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©EDhennis Bricker , U. of lowa, 1997

Once mp 15 evaluated by computing the reciprocal
of this infinite sum, =; 15 easily computed for
each 1=1, 2, 3, ..

Eenniz Bricker, U. of lowa, 1997

I Backup Computer Svstem

I Multiple Failure Modes
I'= The "Peter Principle’
I'= (Gasoline Station

I'=" Ticket Sales by Phone

=
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An airlines reservation system has 2 computers,
one on-line and one standby. The operating
computer fails after an exponentially-
distributed duration having mean t; and is
then replaced by the standby computer.

There 1s one repair facility, and repair times
are exponentially-distributed with mean t..

What rraction of the Lime will the sysiem
rfail, 1.e., bolh compulers having failed?

Eenniz Bricker, U. of lowa, 1997

Let X(t) = number of computers in operating
condition at time t. Then X(t) is a birth-death
process.

A A Note that the
I r

- _ BiE ale I
oo oRE L]
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©EDhennis Bricker , U. of lowa, 1997

R PR
2
1 _q |53 n 1
Ty t, L,
2 SrOeaR L) Ll
"= rt 2 both computers |
r el Tl hawe aited
Eenniz Bricker, U. of lowa, 1997
Lf .
Suppose that T 10, 1.e., the average
T
repair time is 10% of the average time between

failures:

1_-1+ 10+100=111

iy

- % = 0.009009

Then both computers will be simultaneously
out of service 0.9% of the time.

Ka
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Example: Multiple Failure Modes

A production system consists of 2 machines,
both of which may operate simultaneously,
and a single repair facility.

The machines each fail randomly, with time
between failures having exponential distribution
and mean T hours.

Eenniz Bricker, U. of lowa, 1997

Repair times are also exponentially distributed,
but the mean repair time depends upon whether
the failure was "regular” or "severe' .

The fraction of regular failures is p, and the
corresponding mean repair time is ty. The

fraction of severe failures is g=1-p, and the
mean repair time is tg.

Let F=70 fhovrs, p=905, .= four, Is= Y Aours.

Hhat 1s the average pumber of macines in
apErations
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©EDhennis Bricker , U. of lowa, 1997

Markov Chain Model

States

(0,0): both machines operational

(r,0): regular repair in progress, none waiting
(r,r). regular repair in progress, regular waiting
(r,s). regular repair in progress, severe waiting
(s,0): severe repair in progress, none waiting
(s,r). severe repair in progress, regular waiting
(s,5). severe repair in progress, severe waiting

Eenniz Bricker, U. of lowa, 1997

rate of regular
failures

rate of severe
failures

regular repair rate

|—~_¢:r|—~ —|o |l

severe repair rate

t
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BDhennis Bricker , U, of lowsi, 7557

-

Transition rate matrix

to
1 2 3 4 ] f 7
f 1|7 0.2 0,18 0,02 0 8] 8] 8]
r 21 1 “1.1 8] 0.9 0,01 0 8]
o 3 0.2 0 0.3 8] 8] .09 0,01
i 41 0 1 8] 1 8] 8] 8]
B 0 8] 1 8] 1 8] 8]
gl 0 0.2 8] 8] 8] 0.2 8]
7100 8] 0.2 8] 8] 8] 0.2
name

COL,00 F
(r, 01 f
(5,00 |
(r,r p
(I, 51 |
(S,I) |
(5,5 E

e I YO el el

Eenniz Bricker, U. of lowa, 1997

=] O LI
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oteadystate Distribution

i state F1

1 co,00_____ 0,7590253902

& r,0y_____ 0,1404786681

3 5,00 _____ 0,058723204905
4 r,ry_____ 0,01264308012
5 ir,s)_____ O,0014047866081
B iS5,y _____ 0,02575442248
7 05,5 0,002801602497

Eenniz Bricker, U. of lowa, 1997

1 state P1 & Pi=C

1 0,00 _____ 0.7596253902 2 1.51925073

2 (r,0y_____ 0.1404786681 1 0.1404786681
3 (5,00 _____ 0.05723204995 1 0.057232049895
4 (r,ry_____ 0.01264305012 o 0

5 (r,s)_____ 0.0014047536681 O 0

b (s,Ih_____ 0.0257544.22485 o 0

705,50 D.002861602497 0O 0

The awverage cost/period 1n steady state 1s 1.716961498
1.716%961498+2 = 0,.868480749

In steady state, the system will operate at
approximately 85.0% of capacity,
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simulation results |

7
6 I
5
4

state

3 _
2 _

A 1

hours

Eenniz Bricker, U. of lowa, 1997

Eandom seed: 675247
Initial state: 1

state 1 2 3

# vislits 23 24 2
time in state| 19.814 135.53 15.713
% total time 9.907 69.264 T7.556

T N
|_'l.
LT 0 | o
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Example: The Peter Principle

The draftsman position at a large
engineering firm can be occupied by a
worker at any of three levels:

T= Trainee

J = Junior Draftsman
S = Senior Draftsman

&

Eenniz Bricker, U. of lowa, 1997

Assume that a Trainee stays at a rank
for an exponentially—-distributed length

of time (with parameter a,) before being

promoted to Junior Draftsman.

page 24
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©EDhennis Bricker , U. of lowa, 1997

A Junior Draftsman stays at that level
for an exponentially—-distributed length
of time (with parameter aj = ajy + ajs ).
Then he either leaves the position and is
replaced by a Trainee (with probability
ajt /a;j ), or is promoted to a Senior
Draftsman (with probability ajs /a;).

Eenniz Bricker, U. of lowa, 1997

Senior Draftsmen remain in that position
an exponentially—-distributed length of
time (with parameter ag) before
resigning or retiring, in which case they
are replaced by a Trainee.
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The rank of a person in a draftsman’s
position may be modeled as a
continuous—-time Markov chain

Eenniz Bricker, U. of lowa, 1997

For example, suppose that the mean
time in the three ranks are:

otate Mean Time

T 0.0 years

J 1 year %
0 years

and that a Junior Draftsman leaves and is
replaced by a Trainee with probability 40%
and is promoted with probability 60%
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Bricketr 1l of lowa 1997

Steadyﬁtate Distribution |

2a1=04m;+ 0.2 m,

ﬂ.zns_[}.ﬁnj
T+ M+ m=1
ny=0.11

— ¢ ®;=0.22
T, =0.67

e, 11% of draftsmen are trainees, 22% are
at jumor rank, & 67% at senior rank

Eenniz Bricker, U. of lowa, 1997

The duration that people spend in any given
rank 15 not exponentially distributed in
general. A bimodal distribution 1s often
observed in which many people leave (are
promoted) rather quickly, while others
persist for a substantial time.

The "Peler Principfe” asserts that a worker
15 promoted until first reaching a position in
which he or she is incompetent. When this
happens, the worker stays in that job until
retirement.
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BEDhennis Bricker , U. of lowa, 1997
Let's modity the above model by classitying

60% of the Junior Draftsmen as Competent
and 40% as Incompetent, represented by
states C and I, respectively.

Suppose that incompetent draftsmen stay at
that rank until gquitting or retirement (an
average of 1.75 vears) and competent
draftsment are promoted (after an average
of 0.5 vears), so that the average time spent
in the rank 1s still

060+ (0.4)01.70) =1 year

Eenniz Bricker, U. of lowa, 1997

1.20yr—

ﬂ‘&

Ggﬂ_ﬂf}rr_i
0571/yr @
/[ slteadyvsiale
0.27yr qrsirituiion

~ 1.2n;=0.571n;4+0.2 &,
balance | 2n.=1.2m (i =0.111
=gns. 0.571n;=0.8m, . =0.067
| 02m;=2m, ~ 3 n,=0.155
M+ M+ Nij+ ng=1 | ;= 0.667
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©EDhennis Bricker , U. of lowa, 1997

(= 0.111
; ““:D'Uﬁ?}t tal= 0.222 as bef

ﬂ.lzﬂlﬁﬁ oral= . das perore

m.=0.667 0.067 _ -
T [0_222 DEJ

while only 40% of the draftsmen promoted to
junior rank are incompetent, we see that the
rank of junior draftsmen is 70% filled with
incompetent persons!

Ka

Eenniz Bricker, U. of lowa, 1997

A gasoline station has only one pump.
Cars arrive at the rate of 20/hour.

However, if the pump i1s already in use, these
potential customers may "balk’, i.e., drive on

to another gasoline station.

If there are n cars already at the station,
the probability that an arriving car will

balk is 4%, forn=1,2,3,4, and 1 for n>4.

Time required to service a car is exponentially
distributed, with mean = 3 minutes.

What 1s the expected waiting time of customers?

=
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"Birth/death” model:

20/hr 15/hr 10/hr S/hr

20/hr 20/hr 20/hr 20/hr

1_-(,20, 20,15 ,20,15,10 , 20,1510, 5
Ro 20 20 20 20 2020 20 20 20 20

=1+ 1+0.75+0.375+0.09375=3.21875
o= 0.3106796

Eenniz Bricker, U. of lowa, 1997

Steady State Distribution

no =0.3106796,
m,=no=0.3106796,

m, = 0.75n,=0.2330097,

ny = 0.375rn, = 0.1165048,
ns=0.09375n,=0.0291262
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Average Number in Svstem

0.3106796 + 2(0.2330097)

+ 3(0.1165048)+ 4(0.0291262)
1.2427183

Eenniz Bricker, U. of lowa, 1997

Average Arrival Rate

- (0.3106796)x20/hr + (0.3106796)x15/hr
+ (0.2330097)x10/hr + (0.1165048)x5/hr
+(0.0291262)x0/hr

- 13.786407/hr
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Average Time in System |

w-Lf - 12427183

13.786407/hr
= 0.0901408 hr. =5.40844504 minutes

Eenniz Bricker, U. of lowa, 1997

Hancher Auditorium has 2 ticket sellers who
answer phone calls & take incoming ticket
reservations, using a single phone number.

In addition, 2 callers can be put "on hold" until
one of the two ticket sellers 1s available to
take the call.

If all 4 phone lines are busy, a caller will get a
busy signal, and waits until later before
trying again.

=
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©EDhennis Bricker , U. of lowa, 1997

Calls arrive at an average rate of 2/minute, and
ticket reservations service time averages
20 sec. and 1s exponentially distributed.

What is...

* the fraction of the time that each ticket
seller is idle?

» the fraction of customers who get a busy signal?
* the average waiting time ("on hold")?

Ka



