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Decision and Regression Trees
Achieving a meaningful tradeoff between
Interpretation
and
Accuracy
Graphical Representation of Rules

Decision Rules

Rule Base

IF Income > 100K THEN Credit risk = Good
IF Income < 100k AND Debt < 10K THEN Credit risk = Good
IF Income < 100k AND Debt > 10K THEN Credit risk = Bad

Graphical Representation of Rules

Rules as a Decision Tree

IF Income > 100K THEN Credit risk = Good
IF Income < 100k AND Debt < 10K THEN Credit risk = Good
IF Income < 100k AND Debt > 10K THEN Credit risk = Bad

Graphical Representation of Rules

Data rotation may improve approximation of the training space (decision accuracy)
Normally the training or decision set gets rotated